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ABSTRACT

Through analyzing Twitter data on the Dallas mass shooting, the objective of this thesis research is to add to our understanding about the diffusion process of social media messages regarding mass-scale events, which may reflect public response to an event of such. Descriptive statistics, geographic visualization, hot spot analysis, model fitting and logistic regression are used in this study to examine the spatial and temporal patterns of message diffusion on Twitter and the factors associated with these patterns. We found that tweets’ volume related to a mass-scale event grew very fast immediately following the occurrence of the event and decreased rapidly after a few hours, showing a negative exponential curve. Time lag to the event of interest and people’s daily routine were the two main factors highly related to the volume of tweets. Physical distance is less apparent in information diffusion on social media not only because of minimum friction for online communication but also due to information source other than local witnesses, like news report. Most of the hot spots distributed in places near Dallas. Twitter users close to the event played an important role in message diffusion. These people post related information at the earliest stage and continuously share significantly larger amount of information than people from other places. Findings of this study help us understand the process of messages diffusion on Twitter, which may be used to predict the public’s response on social media after emergencies or extreme events.
I. INTRODUCTION

Twitter is an online social networking service which allows people to send and read 140-character messages. Twitter had 317 million worldwide monthly active users in the 3rd quarter 2016 (Statistia 2016) which provide great quantity of study material for social science. Large quantity, real-time feature and high accessibility make Twitter data valuable and beneficial for geography studies and thus this data source has been widely used in studies of emergencies and extreme events. So far, studies related to terrorism on Twitter are mostly devoted to analyzing how terrorists promote terrorism on social media, and information of public reaction after terrorist attacks is overlooked (Klausen 2015; Dean et al. 2012).

Innovation diffusion, which means the origin and dissemination of cultural novelties, was first explored in geography by Torsten Hägerstrand. He argued that any visible cultural landscape, as study objects by geographers, was once innovation originating from somewhere and the aim of analyzing innovation diffusions is to gain understanding of distributional changes through time (Hägerstrand 1967). So far, there are studies about the information diffusion process on cyberspace (Takhteyev, Gruzd and Wellman 2012; Szüle et al. 2014; Li and Sakamoto 2015; etc.). However, when studying information diffusion process on social media related to different kinds of topics, the conclusions about information patterns and influencing factors cannot be universally applied (Eisenstein et al. 2014; Velde, Meijer and Homburg 2015).

Our study interests are information diffusion on social media about mass-scale events including terrorist attacks and other extreme events. In this research, using the Dallas mass shooting as an example, we studied message diffusion on Twitter. This
research may help us develop a better understanding of the general patterns of how the public reacts to mass-scale events through depicting their message tweeting on social media. This study may pave way for future investigations on public reaction on social media to a sudden and massive scale event. Because related studies were limited, our study started from asking general questions to investigate message spatial and temporal diffusion pattern and related factors. Specifically, we want to ask the following questions:

1. How does the tweets’ volume change through time?

2. Did the volume of tweets follow distance decay?

3. Did the spatial pattern of tweets’ volume at county level change through time and were there any hot spots or cold spots?

4. Were there any factors related to Twitter users’ attributes and characteristics of tweets significantly related to the spatial distribution of tweets or the message diffusion process?
II. BACKGROUND INFORMATION

2.1 Twitter Data

Twitter is an online social networking service which allows people to send and read 140-character messages (known as “tweets”). Twitter gained popularity rapidly since its launch in 2006 and already had 317 million worldwide monthly active users in the 3rd quarter 2016 (Statistia 2016), in which 82 percent use Twitter on mobile devices (Twitter 2016). A tweet is a post made on the Twitter online message service (Merriam-Webster n.d.). Tweets may reflect many aspects of user’s life, including feeling, thoughts, opinions, interests, activities and so on, which can become abundant materials for social studies. By “retweeting” a tweet, Twitter users can easily share their tweets or tweets from other people to all their followers. When editing tweets, users may choose to report the location, indicating where the tweets were created. These “geo-tagged” tweets have latitude and longitude information or a bounding box reflecting geometrical boundary of the location where a tweet was posted. A geo-tagged tweet will be associated with precise location (latitude and longitude) when the user’s Twitter version is earlier than 6.26 for iOS or 5.55 for Android, or when the user chooses to toggle on the “Share precise location” option for later version (Twitter n.d.). Otherwise, the location information will be a bounding box (Twitter n.d.). Tweets, location information and other user profile information can be collected through Twitter Application Programming Interfaces (API) for free. Millions of tweets and their location information provide a wealth of material for geography research on many topics (Chew and Eysenbach 2010; Huang et al. 2015; Malleson and Andresen 2015; etc.).
2.2 Dallas Mass Shooting

A common definition of terrorism is the use of violence or the threat of violence, especially against civilians, in the pursuit of political goals (The American Heritage Dictionary of the English Language 2016). Although terrorism and terrorist attacks have long been a concern for American people and people all over the world, most of the related studies using social media were qualitative research focused on how terrorists and terrorist organizations tweeted jihadist ideas to public (Klausen 2015; Dean et al. 2012). So far, little is known about public response to these events on social media, and how the messages diffuse across cyberspace. This situation brings us the idea of conducting a case study, to look into the diffusion process of a special event using social media data with quantitative approaches. In this study, we are going to examine the diffusion of and the impacting factors for tweets regarding the Dallas mass shooting, an attack happened on July 7th 2016. A few minutes before 9 pm (Central Time), a man named Micah Xavier Johnson fired upon a group of police officers at Main Street and S. Lamar Street in Dallas, Texas during a peaceful protest, killing five officers and injuring nine. Two civilians were also wounded. Johnson was then killed by police with bomb in a building on the campus of El Centro College (Hacker 2016). A few days earlier, police killed black men Alton Sterling in Baton Rouge, Louisiana, and Philando Castile in Falcon Heights, Minnesota. It is said that Johnson was angry about police shootings involving black men and stated that he wanted to kill white people, especially white police officers. President Barack Obama delivered a speech after this attack and called the shooting a "vicious, calculated, despicable attack" and a "tremendous tragedy" (Mallin and Caplan 2016). Because no ties were found between Johnson and international terrorist or
domestic extremist groups (Kennedy 2016), whether this event could be considered as a terrorist attack raised a wave of discussion. While many people, media and law experts considered it as an act of domestic terrorism, many other thought it shouldn’t be called “terrorism” (Bergen and Sterman 2016; John. T. Floyd Law 2016). No matter it’s terrorism or not, because terrorism related shooting attacks are a subtype of mass shootings, findings from this case study will help us to gain better understanding of message diffusion process on social media related to terrorist attacks.

Beside the availability of data, we chose the Dallas mass shooting as example in this study was mainly because this tragedy was a big shock to the entire country and thus was of very broad impact and drew wide attention in social media, including Twitter. We expect the related tweet messages on Twitter to diffuse quickly across space and exist for an extended time period, so that we have an opportunity to examine the whole diffusion process of the related messages on Twitter.
III. LITERATURE REVIEW

3.1 Twitter on Public Response to Emergencies and Extreme Events

Large quantity, real-time feature and high accessibility make Twitter data valuable and beneficial for geography studies in many ways. Because tweets’ contents are typed words or shared links reflecting user’s feelings, thoughts, opinions, interests, activities and so on, Twitter data can be used in research reflecting public attitude towards many different kinds of topics, including climate change (Kirilenko and Stepchenkova 2014), depression (Yang and Mu 2015; Yang, Mu and Shen 2015), allergy (Gesualdo et al. 2015), crime (Malleson and Andresen 2015) and so on. Because of the real time nature of Twitter data, Twitter data especially stands out in collecting information of emergencies and extreme events with minimum cost of time and money (Chew and Eysenbach 2010; Nelson et al. 2015). During emergencies and extreme events, public response may change quickly. It would be too difficult for surveys including online surveys to capture and monitor dynamically the change of public attitude and the evolving of new knowledge due to several reasons. First, surveys data have time delay, thus this data source is not suitable for real time surveillance. Second, during emergencies or extreme events, most of the time people don’t have enough priori knowledge about it and more information will be collected while an event develops for a better understanding about it (Takayasu et al. 2015). Surveys are always insufficient in acquiring and mining new knowledge and new ideas because of the limitation from pre-designed questions. Also, surveys may cost enormous money and efforts. Under these circumstances, real-time social media data, like Twitter data, become a good alternative data source. Twitter can capture dynamic status of public response with high temporal
resolution. Also, Twitter data is very suitable for daily management and surveillance of disasters and epidemic diseases for its low cost, as demonstrated by a fair amount of studies on detecting and monitoring events information and public reaction related to pandemics and public health (Chew and Eysenbach 2010; Widener and Li 2014; Signorini, Segre and Polgreen 2011), disaster management (Xiao, Huang and Wu 2015; Huang et al. 2015; Huang and Xiao 2015) and many other different subjects.

In the existing studies about the application of Twitter in public response of emergencies and extreme events, different research directions exist. Despite the data bias that some demographic groups (e.g. young adults, urban residents, etc.) tweet more than their peers (Smith and Brenner 2012), Twitter is still a valuable database in which information provided by millions of users could be extracted to answer many questions including that people perceive during an event. Thus, Twitter data in many studies were used as one type of secondary data to reveal people’s feeling towards and cognition change after a specific event (Chew and Eysenbach 2010; Xiao, Huang and Wu 2015; Wu et al. 2014). However, compared to survey, there is no pre-designed question for people to answer on Twitter, and useful information was often identified and extracted later from millions of tweets. In order to make better use of Twitter data, the first group of studies were conducted to acquire information from tweets. Among those studies, some were devoted to extract, synthesize and present information (Cheng and Wicks 2014). Some developed methods and algorithms to interpret misspelled, abbreviated, incomplete words correctly (Han, Tsou and Clarke 2015). Others extracted sentiment information, toponyms information and many other information related to one topic with
efficiency (Chan, Vasardani and Winter 2014). Still others developed tools for collecting and presenting information, statistical analysis and management (Huang et al. 2015).

A second group of studies examined Twitter itself as a tool for providing and spreading information during an event. These studies aim at understanding the characteristics of tweets, finding out how, from whom and in what ways they are created, recreated, what kind of information are included, to gain better understanding of how information diffuses on social media and what affects the process. Twitter is a dynamic system where users highly interact and communicate with each other by creating, synthesizing and redistributing information (Starbird et al. 2010). During emergencies and extreme events, like a disaster, users who are affected or interested in the event become more active, producing more tweets than average and may actively volunteer to keep doing so for a longer time (Kim 2014; Starbird and Palen 2010). More people from afar receive information about the events of interest within a shorter time period. Because understanding how messages diffuse in cyberspace and what affects the process of message diffusion are closely related to this study, the next section of this thesis will discuss the related literature.

3.2 Information Diffusion in Cyberspace

As most people know, the term “innovation diffusion”, which means the origin and dissemination of cultural novelties was first explored in geography by Torsten Hägerstrand in his dissertation “Innovation Diffusion as a Spatial Process”, in which he argued that any visible cultural landscape, as study objects by geographers, was once innovation originated from somewhere, and the aim of analyzing innovation diffusions is
to gain understanding of distributional changes through time (Hägerstrand 1967).

According to diffusion theory, innovation, time, communication channels and social system are the four main components that influence the innovation diffusion. This study highlighted the importance of analyzing spatial processes, and it has set up the foundation for the later developments in spatial diffusion theory and models. In the next few decades, there were some critiques about methods and approaches of the original work, discussions on the limitation of only considering external factors, and examination of the efficiency of applying Monte Carlo simulation (Meir 1982; Yapa 1974; Allaway et al. 1994; etc). There were new developments and applications in diffusion research as well. It is important to note that the research of diffusion process can be very broad, because the definition of “innovation” is not restricted to technological developments, but can be broad enough to include anything-new (Clark 1984). For example, Pred (1975) developed models to reveal how the locational patterns of major job-providing organizations and the inter-metropolitan circulation of specialized information interacted to influence the process of city-system development. Britain (2005) applied diffusion theory to describe the diffusion process of a number of linguistic innovations from the Southeast of England to a rural area to the northwest of East Anglia. Bjørkhaug and Blekesaune’s study (2013) explored that how neighborhood effect influenced the diffusion of organic farming in Norway.

Diffusion in cyberspace has similarities with innovation diffusion process in real world, but the ways how people connected with each other have differences. In the above-mentioned works, no matter what subject and its diffusion were studied, or what social economic factors were analyzed to explain a diffusion process, they all considered
that geographic proximity influences diffusion process. In other words, if a place is closer to the birthplace of innovation, chances are that the innovation is more likely to diffuse to this place. But the diffusion process in social media networks is very different from that in physical world. Because the way people connect to each other is very different on social media, the social media “neighbors” might be thousand miles away in real world. For example, on Twitter, users “tweet” to share information. By “following” other people, Twitter followers can read immediately everything tweeted by the people they follow, no matter how far they are from each other in physical world. Although in existing studies, there is a widely recognition that region, distance, national border and language barrier affect social ties online (Takhteyev, Gruzd and Wellman 2012; Szüle et al. 2014), the distance and some other factors on social media networks is different from physical world because the change of social system and communication channels (Lee, Agrawal and Rao 2015). Because physical distance does not significantly affect the speed of information diffusion online, the time needed for diffusion through physical distance becomes negligible and the spatial scope of potential influence increases greatly.

Furthermore, since social media is not a closed space, the interaction between cyberspace and physical world may increase the complexity of what and how different factors may impact information diffusion on social media, as implied by some studies (Tafti, Zotti and Jank 2016; Eisenstein et al. 2014). The information people share and redistribute on Twitter may come from not only personal opinion or others’ tweets, but also external sources like television, internet, and newspapers and so on, which adds complexity to the diffusion process.
Research regarding information diffusion on social media in geography started not very long time ago, thus there are still questions need further discussion. First, there are a number of research aspects related to defining information diffusion on Twitter. In existing literature, the studies on the same social media diffusion research topic, an extreme event for example, may explore a variety of aspects with different research focuses and data. In some studies, tweets containing certain keywords (e.g. tweets with keyword “Tohoku earthquake”) or fitting certain criteria were treated indistinctively as valid data (Chew and Eysenbach 2010). Other studies looked into one or a few particular aspects, for example, retweeting behavior in an earthquake, or rumor in a bombing (Kim 2014; Lee et al. 2015). Studies of “retweeting” behavior are very popular, especially when the research topics are related to emergencies and extreme events (Xie et al. 2015; Li and Sakamoto 2015; Lee 2013). This is partly because retweeting is a fast way of accelerating information diffusion and thus is very important in spreading information during these events. Some studies also argued that the phenomenon of retweeting messages related to social issues, was analogous to the diffusion of an innovative idea (Lee 2013). This argument is understandable, because retweeting means that one user passes a message to his/her followers, just like innovation in real world passes from one person to one or a few others. Similar topics include rumor diffusion on social media, where a rumor once was created from one account, might spread to million others through re-sharing (Kim 2014). However, not all ideas diffuse this way. In many cases, information has multiple sources that appear at different times. Also, cyberspace and real world highly interact with each other so that it would be difficult to trace the process online. Think of an extreme example of how people learn and use popular online
language. A person might see a new word on Twitter for the first time, understand the meaning and practice in daily life. He may also unintentionally introduce the word to others during everyday conversation and use the word repeatedly. He never retweeted using the word but may include the word when he creates a new tweet. In this case, daily communication works as an external factor to help the diffusion process of the new word usage on Twitter.

Also, depending on different types of diffusion subjects, the diffusion time, extent, communication channels, its influencing factors and spatial-temporal dynamics are very different (Eisenstein et al. 2014; Velde, Meijer and Homburg 2015). For example, Eisenstein et al. (2014) modeled the usage of new words and phrases in tweets. Following a few phrases, they found that it took a few months or even more time for a linguistic change to diffuse to a couple of states or to the whole nation. But information related to emergencies and extreme events diffused very fast so that the most of related tweets may be collected within several hours or a few days after the happening of the event (Yoo et al. 2016; Sutton et al. 2015). In order to cover enough information as well as effectively process data analysis, we included three weeks’ Twitter data in our case. The spatial extent of diffusion and the amount of tweets are also highly depending on the topic or theme of information. While diffusion of popular lexical change in social media did follow geographical proximity (Eisenstein et al. 2014), communication and information dissemination on the topic of “energy saving and climate change” seemed to be trapped in organizational loops and the related information were only shared by a group of people who were interested in the topic (Mohammadi et al. 2016). Even for a similar topic (e.g. natural hazard), depending on the scope of influence, spatial extent of
tweets dissemination may be very different (Starbird et al. 2010; Takayasu et al. 2015). Because we believe that the case we studied had nationwide impact, the study area included all the tweets we collected, which was southwest part of contiguous United States. For tweets related to different topics, the influencing factors, may vary largely, which are highly dependent on the topic of interest (Nagarajan et al. 2010). Considering emergencies and extreme events, a factor may affect the diffusion process of Twitter message related to one aspect, but not necessarily influence the Twitter message diffusion about another aspect. For example, the number of and decline in the speed of rumor diffusion in an earthquake was found to be related to the tweets correcting the rumor (Takayasu et al. 2015). Tweets’ number is related to disaster impact and damage; it could also be related to community socioeconomic and demographic factors of a place (Xiao, Huang and Wu 2015). In existing literature, simple linear regression and multiple variable regression models are popular methods for studying the relationship between tweets’ quantity and factors, or between one factor and other factors (Stieglitz and Xuan 2013; Oh, Agrawal and Rao 2013; Sutton et al. 2015).

So far, most of the terrorism related studies using social media were qualitative research focusing on how terrorists and terrorist organizations tweeted jihadist ideas to the public (e.g. Klausen 2015; Dean et al. 2012). Study on message diffusion as an indicator of public reaction after a terrorist attack is very limited. There are a few studies that looked at the mechanism of message diffusion and transmission on Twitter after a terrorist attack, as well as rumor diffusion after an attack (Oh, Agrawal and Rao 2013; Sutton 2015). In this study, taking the Dallas mass shooting as an example, our study interest is also the information diffusion process of social media messages on mass
shootings, to better understand terrorist shooting attacks. To be specific, we will study the
temporal and spatial diffusion pattern of the related Twitter messages and try to identify
the possible influencing factors.
IV. RESEARCH QUESTIONS

The objective of this study is to add to our understanding about the diffusion of Twitter messages on mass-scale events using the Dallas mass shooting as a case study. Our research began from asking general questions about message diffusion on social media, including speed, extent and the related factors. Findings of this study may help us to get an overall picture of how attack related messages diffuse on Twitter and to better comprehend the impact of such an event. In addition, it will help us understanding how people respond on social media after such attacks, and therefore may potentially help agencies to prepare for and manage any possible aftermath.

The first step of this research is to examine the spatial and temporal diffusion patterns of the selected Twitter messages. Considering that terrorist attacks are emergencies that affect people suddenly, and the relevant information are usually reported by news and bring up a lot of discussion, the spatial and temporal features might be similar to that of natural disasters, like an earthquake. In this study, by visualizing data and applying hot spot analysis, we examined the relationship between time, distance to the event and tweets’ number, as well as interpret the hot spots and cold spots across space. We then investigated a series of factors which might influence the temporal and spatial patterns of the related tweets, including both attributes of tweets (such as source, time) and user’s information (including friends’ counts, follower counts and so on).

Specifically, the research questions are as follows:

(1) How does the tweets’ volume change through time?

(2) Did the volume of tweets follow distance decay?
(3) Did the spatial pattern of tweets’ volume at county level change through time and were there any hot spots or cold spots?

(4) Were there any factors related to Twitter users’ attributes and characteristics of tweets significantly related to the spatial distribution of tweets or the message diffusion process?

Data and methodology for this study are discussed in the next two sections.
V. DATA

In this research, three types of data will be used for analyzing: Twitter data, the U.S. county shapefile and census data.

![Study Area](image)

**Figure 1. Study Area**

Twitter data were collected using Twitter application programming interface (API) covering middle and west part of the continental USA as shown in the bounding box in Figure 1. We used Twitter data from July 7th 2016 to July 31st 2016, covering a total of 24 days including and after the day of the police mass-shooting event in Dallas. All the data are in JSON format where each Twitter message contains keys and values covering a variety of information including tweet id, tweets time, tweets content, all sorts of user background information and so on (Twitter n.d.). The data fields selected for this study are listed in Table 1 using one Twitter account example. When sending out the tweets, if the Twitter users choose to geo-tag their tweets, there would also be geographic
location information recorded in the data. Based on the precision of location a user chose, as well as Twitter service and cell phone devices, location information is recorded as either points or bounding boxes. Points contain latitude and longitude of points where the tweets were sent, while bounding boxes include geographic coordinates of four points which define the areas chosen by the user. According to literature, the geo-tagged tweets are less than 1% of all the tweets at a certain time and about 10 percent location information in those geo-tagged tweets are recorded as points (Mitchell et al. 2013).

Although the proportion of tweets with geolocation information is small, it is believed that this set of tweets can still provide very useful information due to the quantity that as many as 500 million tweets are tweeted on Twitter each day.

In this study, we only examined tweets data related to the Dallas mass shooting and with location information. We used PyScriper (Kvlahos 2016) and wrote code in Python to process the data. We identified a series of keywords from tweets and news related to this event and use combinations of keywords for extracting the related tweets. The related keywords were grouped into four categories: those related to the shooter (“Micah Johnson”, “Micah Xavier Johnson”), those related to the victims (“police”, “cop”), those related to the action or consequence (“shoot”, “shot”, “attack”, “die”, “kill”, “death”), and those related to the place (“Dallas”). If tweets contained one keyword from “shooter”, or if tweet contained one keyword in “victims”, one in “action or consequence” and one in “place” at the same time, they would be considered as tweets related to this event and be included for further analyses. After searching through all the tweets in our database, a total number of 5353 tweets were selected. Using random sampling method, we manually examined about 10 percent of these tweets. It turned out
that in our manually-examined sample more than 98 percent of the tweets were valid information that was closely related to this mass-shooting event.

Table 1. Selected Data Fields Included in the Tweet Records

<table>
<thead>
<tr>
<th>Data fields</th>
<th>Example</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>created_at</td>
<td>Sat Jul 02 18:14:07 +0000 2016</td>
<td>time the tweet created</td>
</tr>
<tr>
<td>source</td>
<td>&lt;a href=&quot;http://twitter.com/download/android&quot; rel=&quot;nofollow&quot;&gt;Twitter for Android&lt;/a&gt;</td>
<td>Whether the tweet is tweeted from android or apple or personal computer</td>
</tr>
<tr>
<td>Text</td>
<td>thanks for the shoutouts to the fire and police. You think if we put a ski mask on the city of Dallas will pay us?</td>
<td>content of tweet</td>
</tr>
<tr>
<td>user:verified</td>
<td>FALSE</td>
<td>whether the user has a verified badge</td>
</tr>
<tr>
<td>user:followers_count</td>
<td>340</td>
<td>number of followers</td>
</tr>
<tr>
<td>user:friends_count</td>
<td>1137</td>
<td>number of users this user is following</td>
</tr>
<tr>
<td>user:favourites_count</td>
<td>139</td>
<td>number of favorites this user has</td>
</tr>
<tr>
<td>user:statuses_count</td>
<td>3479</td>
<td>number of tweets this user has</td>
</tr>
<tr>
<td>user:lang</td>
<td>en</td>
<td>the user's selected default language</td>
</tr>
<tr>
<td>entities:hashtags</td>
<td>[]</td>
<td>text and indices of hashtags</td>
</tr>
<tr>
<td>entities:user_replies:screen_name</td>
<td>DwainPrice</td>
<td>user replied screen name</td>
</tr>
<tr>
<td>entities:user_mentions:screen_name</td>
<td>DwainPrice</td>
<td>user mentioned screen name</td>
</tr>
</tbody>
</table>

We then assigned location information for each of these tweets. If the tweets contained point location information, the latitudes and longitudes would be taken as location information. If the tweets, however, had bounding box with diagonal line shorter than 80 kilometers, the latitudes and longitudes of the center points of the bounding box
was used to represent tweet location. We used 80 kilometers because the average area of the counties in the U.S. is 3128 km$^2$. Assuming the shape of county is similar to square, and then the diagonal line is about 80 kilometers. In this way, on average the error range of the points’ location was controlled within a county. There were 4223 tweets whose location was generated this way, including 527 tweets with point location information. The length of diagonal line was calculated as spherical distance.

The U.S. county shapefile and census data were downloaded from the United States Census Bureau website. The county map with data the related tweets data joined to it was projected and analyzed in ArcGIS. Census 2010 population data for each county was extracted and used in the later analysis.
VI. METHODOLOGY

6.1 Descriptive Statistics, Visualization and Regression Model

To understand the relationship between time, distance and message quantity on Twitter, we applied descriptive statistics and visualization analyses.

Firstly, scatter graphs of the hourly volume of tweets and cumulative volume of tweets through time were drawn to show the public response and its change through time. After drawing the graphs, we found the relationship between time and hourly volume of tweets roughly followed an exponential curve. In order to testify and better describe the relationship, we used linear regression with logarithmic transformation to model the tweets’ volume through time to describe the change more accurately. The formula is as follows:

$$\ln D = a + b_1 r_1 + b_2 r_2$$  \hspace{1cm} (1)

where $D$ is the number of tweets every hour; $r_1$ is the time interval between the occurrence of the Dallas mass shooting and the time where the tweet was posted; $r_2 = \min(t_1, t_2)$, $t_1$ is the time interval between tweeting time (local time) and 12pm, while $t_2$ is the time interval between tweeting time and 6pm; $a$, $b_1$ and $b_2$ are constant terms. The variable $r_2$ designed in this model was following people’s daily tweeting regularity.

According to our experience, usually more tweets are created during people’s lunch break and the hour immediately after work, which are around 12pm and 6pm. Adding variable $r_2$ allows us to capture the time decay effect of tweeting activities on the topic from these peak hours.

Secondly, we mapped out the tweets based on where they were posted to see the spatial distribution of tweets. We also joined the tweet point map to the county polygon.
map to get tweets’ counts in each county for the different time periods to see if the spatial pattern of tweets changes at different time phrases. After checking the histograms of count distributions of tweets across the counties, observing spatial distributions of tweets’ counts and comparing the different classification methods, we chose to manually define class numbers and break values based on classification results from Geometrical Interval classification method. Geometrical Interval classification method is based on an algorithm that minimizes the square sum of elements per class and it works reasonably well on data that are not distributed normally. In order to make comparisons between different time phrases, people often use Quantile method, which assigns the same number of data values to each class, to avoid distorting spatial patterns when comparing multiple maps. However, in our case, the tweets are not normally distributed nor linearly distributed. Dallas and places near Dallas had much more tweets than other places that the maximum number of tweets tweeted in one county is 1117, while most of the counties in the study area had no tweet or just a few tweets. Statistics of tweets’ counts and counties is shown in Table 2 below. After using Quantile classification to group equal number of counties in each class, we found that the result maps are misleading. Because most of counties had values of 0 or 1, equal number of features in each class was not guaranteed. After applying other methods, we found Natural Break method and others were not good enough to show the spatial differences either. The Geometrical Interval classification method was found to work better than all other classification methods when classifying similar values into same classes. So we defined break value for each class based on results from this method. We used fixed class values so that it would be easier to comparison between different time phases.
Table 2. Statistics of Tweets’ Count at County Level

<table>
<thead>
<tr>
<th>Tweets’ Count</th>
<th>Number of Counties</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>3026</td>
</tr>
<tr>
<td>1</td>
<td>64</td>
</tr>
<tr>
<td>2</td>
<td>29</td>
</tr>
<tr>
<td>3</td>
<td>12</td>
</tr>
<tr>
<td>4</td>
<td>14</td>
</tr>
<tr>
<td>5</td>
<td>8</td>
</tr>
<tr>
<td>6-10</td>
<td>22</td>
</tr>
<tr>
<td>11-20</td>
<td>13</td>
</tr>
<tr>
<td>21-50</td>
<td>15</td>
</tr>
<tr>
<td>51-1117</td>
<td>17</td>
</tr>
</tbody>
</table>

To further look at how distance affects the public response to the event through time, we drew a scatter graph of tweeting time and distance. We also created a histogram showing the number for tweets every 50 miles away from the event. The distance interval is 50 miles because: first, this is almost the average distance between two neighbor counties and thus county level difference can be reflected; also, 90 percent tweets have location information as bounding box which means considering data resolution, too small distance interval doesn’t provide extra reliable information.

6.2 Hot Spot Analysis

In order to measure if there were any places having significantly larger number of tweets than other places, hot spot analysis in ArcGIS was conducted to reveal any hot spots or cold spots of tweets at county level. Hot spot analysis is based on local Getis-Ord Gi* method developed by Ord and Getis in 2001 (Ord and Getis 2001). This statistic tests for local spatial autocorrelation in the presence of the global autocorrelation of
heterogeneous spatial data (Ord and Getis 2001). The Getis-Ord Gi* local formula is as follows:

\[
G_i^* = \frac{\sum_{j=1}^{n} w_{i,j} x_j - \bar{x} \sum_{j=1}^{n} w_{i,j}}{s \sqrt{\frac{[n \sum_{j=1}^{n} w_{i,j}^2 - (\sum_{j=1}^{n} w_{i,j})^2]}{n-1}}}
\]

where \(x_j\) is the attribute value for feature \(j\); \(w_{i,j}\) is the binary spatial weight matrix between feature \(i\) and \(j\) with a value of 1 if \(j\) is within defined distances from \(i\); \(n\) is the total number of features and :

\[
\bar{X} = \frac{\sum_{j=1}^{n} x_j}{n}
\]

\[
S = \sqrt{\frac{\sum_{j=1}^{n} x_j^2}{n} - (\bar{X})^2}
\]

Significant large results are at with 90%, 95% and 99% confidence level. High value centers indicate hot spots, and low value centers indicate cold spots.

We firstly run hot spot analysis for spatial data of all the event related tweets at county level, to find out places where number of tweets are significantly greater than other places. But because larger population usually means larger volume of tweets and the hot and cold spots of tweets will easily reflect the hot and cold spots of population, we then run hot spot analysis for tweets’ counts standardized by population. We also conducted hot spot analysis for the mass shooting related tweets after standardized by the overall tweets’ volumes, or social media population. To calculate the tweets’ volumes for each county, we used point tweets tweeted from July 1st to July 7th (Greenwich Mean Time). Normal tweets’ volumes in each county represent population’s general social media activities. Because characteristics of Twitter users are related to many social economic factors, social media population may work better as the standardization variable than the actual population.
6.3 Logistic Regression

After exploring the spatial and temporal patterns of message diffusion, we investigated if there were factors related to the spatial message diffusion process. As discussed in literature review section, based on different topics, the influencing factors for a diffusion process may be different. Related studies on terrorist attacks have studied the factors related to Twitter message retransmission and to the mechanisms of rumor diffusion through time with linear regression approaches (Oh, Agrawal and Rao 2013; Kim 2014; Sutton et al. 2015; Lee, Agrawal and Rao 2015). According to what they have found, during emergencies and extreme events, users affected by or interested in the event became more active, producing more tweets and sharing more information (Kim 2014). Number of followers and hashtag usage can improve the chances of message diffusion (Lee, Agrawal and Rao 2015). These factors may help to explain why certain areas had more tweets than other places. In this study, we wanted to testify if the factors mentioned above and some other factors are related to the spatial distribution of diffused messages. From results of hot spot analysis of tweets’ volume at county level, we could find that some counties had significant large of small number of tweets and were identified as hot spots or cold spots. This formation of hot spots and cold spots may be related to a series of factors. So we chose to use logistic regression to look at the relationship between the dependent variable and a series of factors. The model is as follows:

\[ \ln\left[\frac{Y}{(1-Y)}\right] = a + b_1x_1 + b_2x_2 + b_3x_3 + \ldots + b_nx_n \]  

(5)

where the dependent variable \(Y\) is if the tweet was in hot spots (yes=1, no=0); \(x_1, x_2, \ldots x_n\) are independent variables; \(a, b_1, b_2, b_3 \ldots b_n\) are constant terms.
In innovation diffusion theory, Hägerstrand argued that instead of considering situation at certain given times \( (t_{99}, t_{100}, \text{etc}) \), we must consider the situations’ change between time \( t \) and \( t + \triangle t \) (Hägerstrand 1967). Therefore, we included time as independent variables. For other independent variables, findings from existing literature were used to guide the selection of factors. For example, hashtag was tested in related studies and was found to be significant, and thus was included in our model. Some other variables were included in the model based on our filed knowledge of their relationship to tweet volume. For example, we included “verified account” as an independent variable because many of the verified accounts belong to news agencies that tweet a lot more than ordinary people do. The variables that were extracted from tweet message data fields and included in the model are listed in Table 3 below.

Table 3. Variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>language</td>
<td>the Twitter user’s selected default language. English=1, else=0</td>
</tr>
<tr>
<td>status count</td>
<td>number of tweets this Twitter user had</td>
</tr>
<tr>
<td>favorite count</td>
<td>number of favorites this Twitter user had</td>
</tr>
<tr>
<td>friend count</td>
<td>number of users this Twitter user was following</td>
</tr>
<tr>
<td>follower count</td>
<td>number of followers this Twitter user had</td>
</tr>
<tr>
<td>verified</td>
<td>whether the user had a verified badge. Yes=1, No=0</td>
</tr>
<tr>
<td>source</td>
<td>source the tweet was tweeted from. Android=1, iPhone=2, else=0</td>
</tr>
<tr>
<td>hashtag</td>
<td>if the tweet contained hashtag. Yes=1, No=0</td>
</tr>
<tr>
<td>link</td>
<td>if the tweet contained link. Yes=1, No=0</td>
</tr>
<tr>
<td>mention</td>
<td>if the tweet mentioned someone. Yes=1, No=0</td>
</tr>
<tr>
<td>reply</td>
<td>if the tweet replied to someone. Yes=1, No=0</td>
</tr>
<tr>
<td>three hours</td>
<td>if the tweet was tweeted within three hours after the event. Yes=1, No=0</td>
</tr>
<tr>
<td>six hours</td>
<td>if the tweet was tweeted within six hours after the event. Yes=1, No=0</td>
</tr>
<tr>
<td>day</td>
<td>if the tweet was tweeted during daytime (CST 6:00am-6:00pm). Yes=1, No=0</td>
</tr>
<tr>
<td>weekday</td>
<td>if the tweet was tweeted during weekdays. Yes=1, No=0</td>
</tr>
</tbody>
</table>
The logistic regression analysis consisting of three models were conducted to explore the relationship between a series of variables and if a geo-tagged tweet was tweeted in a hot spot. In Model 1, only variables of user account information were considered. Variables included in this model are user default language, status count, favorite count, friend count, follower count, verified, and source. Model 2 added variables related to tweet attributes, which were hashtag, link, mention, reply and three hours. In Model 3 we added variables reflecting tweet posting time so that the relationship between posting time and if a tweet was in a hot spot was explored. When adding new variables to model 2 and model 3, change of relationship between existing independent variables and dependent variable, as well as relationship between dependent variable and new independent variables could be observed.
VII. RESULTS

7.1 Temporal Pattern of Tweets’ Volume

Figure 2 and Figure 3 present statistics of tweet counts. The time label of first related tweet in our database was July 8th, 01:58:54 Greenwich Mean Time, which was July 7th 20:58:54 local time in Dallas (Central Standard Time). This tweet was posted right after the happening of the shooting. In order to facilitate data statistical process and analysis, we defined the 8-9 pm, where the first tweet was tweeted, as the first hour. In both Figure 2 and Figure 3, the x axis is time. Although we collected Twitter data for more than three weeks, in these two graphs, we only showed tweet counts up to the first 72 hours. That was because there were 4387 pieces of related tweet messages posted in the first three days, which was about 82 percent of the overall tweets. In this way we improved the temporal resolution as much as possible while avoiding losing too much information. The y axis of Figure 2 is cumulative tweet counts by hour and the y axis of Figure 3 was counts of tweet per hour started from the first hour until the end of the third day.

From the Figure 2, we can tell that after the happening of the event, the tweet number grew very fast in the beginning. Tweet count reached 955 in the first 6 hours and 3393 in the first day. The number of tweets in the first day was more than all the other tweets in the next three weeks. Comparing to existing literature, the tweets’ trend of the Dallas mass shooting is different from the tweets trend during the H1N1 Outbreak (Chew and Eysenbach 2010) and that related to climate change (Kirilenko and Stepchenkova 2014). Posting of Twitter messages related to the H1N1 outbreak in 2010 lasted for a few months, while the tweets about the climate change were tweeted by people who
concerned all year round. However, the tweet pattern of the Dallas mass shooting was very close to the tweets pattern during the Tohoku earthquake, which happened on 11 March 2011, in Japan (Kim 2014). During the Tohoku earthquake, the tweets grew rapidly in the first 12 hours after the earthquake and flatted out afterwards. From both our data and existing literature, we can conclude that the temporal pattern of tweets is highly related to the event’s topic. Disasters and other emergencies may have rapid growth in tweets’ volume, but how long this trend may last depends on the developments of the situation and the influence of the event. The case used in this study was known by many people in this country when it happened, thus many people shared related information and their feelings and opinions right after it. However, as time went by, although there was influence that can’t be erased, less and less new information was discovered and people’s interests shifted quickly.

![Figure 2. Accumulated Tweet Counts](image-url)
Figure 3. Tweet Counts Per Hour

Figure 3 clearly showed that the peak of tweets’ counts per hour appeared in the hour right after the event with 366 tweets in total, followed by a drop in tweets’ counts in general after 15 hours. Also, time cycle was observed within the time decay trend in general, which was also consistent with information diffusion on Twitter of emergency situations (Kim 2014; Yoo et al. 2016). This result can be explained by regular work and rest schedule of people. Except for the first few hours, we can observe a few peaks around the 6th, 15th, 22nd, 40th, 47th, 63-66th and 71st hour. After converting to Central Time, these are about 2 am, 11 am, 6 pm, 12 pm, 7 pm, 11 am – 2 pm and 7 pm. It was not difficult to understand that rush hours of tweeting behavior are around 11-12 in the morning and 6-7 in the afternoon. These are the hours that most people have their lunch break and finish one day’s work. People usually browse and share information on social media during these time periods.
The linear regression with logarithmic transformation revealed that all coefficients are significant at 99% confidence level and the adjusted $R^2$ is 0.82:

$$\ln D = 6.28 - 0.054r_1 - 0.221r_2.$$ 

This result indicated that the decay of tweets’ volume followed two centers. First, the tweets’ volume in next hour was about 0.95 times of the hour before. Second, for tweets’ counts of two hours $t_1$ and $t_2$, if the $t_1$ was one hour closer to 12 pm or 6 pm than $t_2$, tweets’ count in hour $t_1$ would be 1.25 times greater. However, according to the graph in Figure 3, the peak around 2 am, about 6 hours after the event seemed unusual. This violated the fact we observed that in general, there were fewer and fewer tweets each hour and people tweeted more in daytime than in nighttime. So we manually checked the content and user information of the tweets in the 6th hour and the 5th hour. There were 107 tweets related to the Dallas mass shooting tweeted in the 5th hour and 191 in the 6th hour. We found that in the 5th hour, there were two users that each tweeted 2 tweets and the other tweets were tweeted by different users. However, in the 6th hour, eight users each posted 2 messages, three users each posted 3 messages, two users each posted 4 messages, one tweeted 5 tweets and one tweeted 9 messages. They were in sum 47 tweets, which can explain 56 percent of the tweets’ number larger than an hour before. In those 47 tweets, 22 of 47 or 47 percent contained a link. For all the tweets we filtered, 29 percent from the 5th hour and 33 percent from the 6th hour shared a link. Overall, more users in the 6th hour shared links than the 5th hour. When we further examined the links, we found that most of those links pointed to pictures or videos related to the Dallas mass shooting. Also, most of the pictures and videos were created by news agencies 2-3 hours ahead. We can’t say for sure if those users were individual or public accounts. But we can
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infer that the reason why in the 6th hour there were more tweets tweeted than in the 5th hour was mostly because there were more re-sharing behaviors by individual or public accounts who had interest in the event and were willing to share more information about it (Xie et al. 2015). The time of the peak was 6th hour, which was because of a few hours’ time delay after the announcement of related news posted by many different news agencies and few individuals.

7.2 Spatial Distribution of Tweets

From the last section, we concluded that tweets of the Dallas mass shooting diffused rapidly through time. To figure out if distance would influence the diffusion process, we looked at the diffusion of tweets across space in different time periods. The tweets data used here were the 4223 pieces of tweets with geographical location information, as introduced in Data section. The locations of the tweets were mapped in Figure 4. In this map, it can be seen that the points are clustered near Dallas and a few big cities. Most of the counties with small number of population have none or a few points. We then explored the tweets in different time periods. The very first 20 tweets were posted after the occurrence of the Dallas mass shooting; they are displayed on the map in Figure 5 with number labels following time sequence. The points represent location of the tweets and longer length of bar indicates greater response speed (shorter time). Figure 6 showed counts of tweets tweeted in 2 hours, 6 hours, 1 day and all the tweets we collected at county level. The reason we chose 2 hours, 6 hours and 1 day was because tweets in the first 2 hours were tweeted by users aware of this event in the earliest stage, many more people get the information in 6 hours from news and other sources according
to analysis from last section, and 1 day covered a whole cycle of daily activities and more than 50 percent of tweets were tweeted in one day. We want to learn if there were any locational differences of tweets in these different times.

Figure 4. Location of Tweets

Figure 5. Location of First 20 Tweets Tweeted after Occurrence of Dallas Mass Shooting
Table 4. Statistics of First 20 Tweets

<table>
<thead>
<tr>
<th>No.</th>
<th>Distance from Event (km)</th>
<th>Time after First Tweet (minutes)</th>
<th>Content</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6</td>
<td>0</td>
<td>Wtf THEYRE SHOOTING COPS IN DOWNTOWN DALLAS</td>
</tr>
<tr>
<td>2</td>
<td>1427</td>
<td>1</td>
<td>I think someone just shot a cop in Dallas!</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>2</td>
<td>The crowd of protestors seems to be growing as they march through Dallas. PoliceShooting NBCDFWNow NBC DFW <a href="https://t.co/Ng4H5XReTI">https://t.co/Ng4H5XReTI</a></td>
</tr>
<tr>
<td>4</td>
<td>1909</td>
<td>3</td>
<td>Just saw a cop get shot on Live TV in Dallas this is heart breaking the world we live in</td>
</tr>
<tr>
<td>5</td>
<td>375</td>
<td>3</td>
<td>JUST HAPPENED: 4 cops shot down in Dallas, TX during peaceful protest.</td>
</tr>
<tr>
<td>6</td>
<td>288</td>
<td>5</td>
<td>Woooo shots fired, officer down in Dallas. 2 dead cops in one day?</td>
</tr>
<tr>
<td>7</td>
<td>29</td>
<td>5</td>
<td>3 cops shot in Dallas during protest. Fox News just accidentally streamed footage of their bodies</td>
</tr>
<tr>
<td>8</td>
<td>910</td>
<td>5</td>
<td>POLICE WERE SHOT &amp; KILLED IN DALLAS, DURING PROTEST!</td>
</tr>
<tr>
<td>9</td>
<td>6</td>
<td>5</td>
<td>So I guess 4 cops got shot in Dallas, we saw the commotion in deep Ellum</td>
</tr>
<tr>
<td>10</td>
<td>1708</td>
<td>6</td>
<td>The protest in Dallas right now... 2 random police shot. YEAH. That'll fersure solve the problem. Disgusting.</td>
</tr>
<tr>
<td>11</td>
<td>1895</td>
<td>6</td>
<td>They shot a cop in Dallas</td>
</tr>
<tr>
<td>12</td>
<td>45</td>
<td>8</td>
<td>There's been shots fired at the Dallas protests tonight.... Not clear on if from Police or civilians</td>
</tr>
<tr>
<td>13</td>
<td>2384</td>
<td>8</td>
<td>Cop lying on ground lifeless in Dallas - video on Megan Kelly Fox News moments ago. Also apparently guy who may have shot him on ground.</td>
</tr>
<tr>
<td>14</td>
<td>110</td>
<td>9</td>
<td>Smh Dallas. Protesting a mans death then going to shoot at cops. Those cops didn't do it why take it out on them?</td>
</tr>
<tr>
<td>15</td>
<td>6</td>
<td>9</td>
<td>Having dinner in downtown Dallas and there's cops everywhere cause I shooting just happened, no biggie</td>
</tr>
<tr>
<td>16</td>
<td>1076</td>
<td>9</td>
<td>Cop shot in Dallas. Where is the outrage? Anybody?</td>
</tr>
<tr>
<td>17</td>
<td>55</td>
<td>9</td>
<td>Now we got people shooting cops in Dallas. #ClockIsTicking #2A</td>
</tr>
<tr>
<td>18</td>
<td>32</td>
<td>10</td>
<td>Bro I know Dallas people not out there really shooting police omg they T'd up</td>
</tr>
<tr>
<td>19</td>
<td>1639</td>
<td>10</td>
<td>@FOX5Vegas shots fired at cops Dallas TX Officers down</td>
</tr>
<tr>
<td>20</td>
<td>2007</td>
<td>10</td>
<td>#BREAKING: Shots fired during #Dallas protest over #police shootings. <a href="https://t.co/ExtffE519B">https://t.co/ExtffE519B</a></td>
</tr>
</tbody>
</table>
The 20 points in Figure 5 represent the location of the first 20 relevant tweets tweeted in study area. Among the 20 points, 11 of them were tweeted in Texas, 4 in California, 2 in Nevada, 1 in Arizona, 1 in Colorado and 1 in Oklahoma. Eight of them were less than 100 kilometers away from where the event happened. Although the very first one was near Dallas, the second tweeted within a minute shifted to Arizona, a thousand miles away. These indicate that after the Dallas mass shooting happened, everywhere in the study area, not limited to local places near Dallas, can possibly get information almost at the same time. However, within the study area, local people shared more information about this event.

Table 4 contains tweet’s time order, distance to the event (with average resolution of 80 kilometers), time after the first tweet and tweet’s content of the first 20 tweets. The 20 tweets were tweeted within 10 minutes, which was a short time. Combining with the distance information, we may also conclude that distance in physical world was not an important influential factor for spreading of information in this case.

Except for tweet No.3, all the rest of tweets were discussing about the mass shooting. After reading through all of them, there were a few things revealed. First, in the very early stage, there was limited information about this event. In those tweets, 7 of them mentioned one or at least one police officer was being shot; 2 of them guessed that there were 2 police officers got shot; 1 thought 3 got shot and 2 thought the number was 4. But actually, five officers and the perpetrator were killed, and nine others and two civilians were injured. Among those tweets, some of them indicated that the Twitter user was not very sure about what was actually happening. For example, tweet No.2 used
words “I think”, tweet No.9 used words “I guess” to describe what happened, and tweet No.12 said “not clear on if from Police or civilians”. Second, people who witnessed the crime took an active part in sharing information on Twitter in the first time. After comparing the user information, we found that No.1, No.9 and No.15 tweets were tweeted by the same person. It seemed that people at the crime scene responded quickly. This user, in the first tweet, described what he or she witnessed, that police officers were shot in downtown Dallas. In the second tweet, the user gave more detailed information that he or she thought there were four victims and the location of what happened was near the Deep Ellum. In the third tweet, this user contributed to what happened next, that a lot more police officers came to the crime scene because of what just happened. Although the information the witness provided were not all correct, it helped others to get information about this event on Twitter. Third, the news agencies participated in news sharing quickly. In the No. 20 tweet, the user shared a link. This webpage link was a 230 words news titled “DALLAS SHOOTING: SNIPERS SHOOT 11 OFFICERS, KILLING 5 DURING PROTEST”. This tweet was posted 10 minutes after the mass shooting, which indicated that the news responded quickly. No. 4, No. 7 and No. 13 tweets mentioned that they found out information of this mass shooting from live television or videos from the crime scene. We thought this was something unique about this event, that this unexpected shooting event happened during a planned protest about which many news agencies had broadcasted live. Many people happened to witness the crime on TV, which made the news sharing process more quickly. However, most terrorist attacks happen unexpectedly and there may be no videos recording the entire process. Therefore,
caution should be taken when extending the findings from this research to other emergencies or general scenarios of extreme and unexpected situations.

Figure 6. Tweets in the First 2 Hours, 6 Hours, First Day, from July 7th to July 31st at County Level

The four maps above in Figure 6 illustrate tweets’ counts in each county in 2 hours, 6 hours, 1 day after the event and in the whole study period. In the first two hours, a lot of tweets tweeted from Texas, New Mexico, Colorado, Arizona, California and Nevada. A few states in the north didn’t have any tweet yet. Dallas county had 93 tweets which was the maximum among all the counties. The few places which tweeted a lot about this event were Dallas and nearby places, Phoenix, Austin, San Antonio, Los Angeles, San Diego and Las Vegas. The later ones are big cities with large population.
After six hours, almost all the states within the study area had at least one tweet related to the Dallas mass shooting. After six hours, although the number of tweets kept increasing and tweets with location information continued on showing up in new places, the counties with more tweets remained the same. Dallas County had the maximum 1117 tweets, which was more than one fourth of the tweets included in our dataset. Tweets centered on the cites with larger population and nearby places of Dallas. It seemed that geographic location had limited impact on information diffusion speed related to the mass shooting, that almost all the places can receive information in a very short time, no matter how far they are from the scene.

![Figure 7. Tweets Mean Center Change](image)

But in order to further understand if people’s attention towards this event remained the same, we drew the mean center of the mass-shooting tweets in different times. In the map in Figure 7, points represent the mean center of tweets locations (average latitude and longitude) at 2 hours, 3 hours, 6 hours, 12 hours, 15 hours, 18
hours, 1 day, 2 days, 3 days, 4 days, 5 days, 6 days, 7 days and till July 31st. It started from the northwest of Texas, near Dallas. From the third hour to the sixth hour, the point moved towards northwest till New Mexico. In previous section, when discussing the tweets’ volume and time relationship, we concluded that large amount of relevant news was produced and shared on Twitter at the sixth hour, leading to an unusual peak of tweets’ volume. This may partially explain why the mean center shifted quickly towards northwest during this time period. In the beginning, witnesses of the mass shooting shared information mainly to Twitter users near Dallas due to their Twitter network. But news sharing on Twitter in the next few hours allowed users outside and Dallas and its nearby places gain information and tweet about this event. Because Dallas was located in the southeast of the study area, the mean center then moved to the northwest. After 6 hours, the location of mean center became quite stable and shifted around between two neighbor counties. As time passes, if the tweets’ are created evenly across space, the mean center stays somewhere. But if the speeds of tweets creations of certain places are faster than other places, then the mean center will move towards places where people tweet more often. Thus from this map, we could learn that at the beginning, tweets were created relatively faster in places around Dallas than anywhere else. After 6 hours, the proportion of tweets stared to become stable in both Texas and other states. People in Dallas and nearby places always had more interests and concerns about the Dallas mass shooting, the results above also showed that they had the fastest response in the earliest stage. Considering the information spreading process discussed at the beginning of this section, this phenomenon could be partially explained by the participation of public who witnessed the event in sharing relevant information on Twitter. People in Dallas who
witnessed the event shared information on Twitter right after the shooting, which became an important information source other than news. Because on Twitter, the tweets are shared to the followers, and normally people have more followers from nearby than in the distance, people from places near Dallas were likely to receive information first. Because this event happened to be recorded in the live news and also because of the high efficiency of news agencies, related information spreads fast on Twitter.

Figure 8. Tweets’ Count and Distance to Event
In Figure 8, the relationship between distance and tweets’ count is shown in a histogram. The x axis showed the distance of tweets where the reference latitude and longitude location was 32°46′46.4″N, 96°48′15.4″W, Main Street and S. Lamar Street of Dallas, where the shooting happened. Distance interval of 50 kilometers was used to make sure the resolution was good enough to capture the county level difference. Within 50 kilometers, there were 1595 pieces of tweets tweeted, where the number was much higher than other places. Although this event gained attention nationwide, local people tweeted much more than people from other places. There were a few peaks with about 200 tweets in about 300, 400, 1400, 1700, 2000, 2400 kilometers away. After measuring distances, we found that these distances correspond with the distance from Dallas to
Austin, Houston and San Antonio, Phoenix, Las Vegas, Los Angeles and San Francisco, all of which are cities with large population. Results were the same in Figure 9, a scatter diagram reflecting tweeting time and location relationship. Along the distance axis, density of points was the largest when distance was close to 0. There were a few distances having relatively larger amount of points. However, although population in Los Angeles was more than twice of population in San Antonio and was about four times as population in Austin (United States Census Bureau 2016), the volume of tweets was not larger, which indicated that people nearby posted more information on Twitter. In Figure 9, along the time axis, the density of points was larger when close to 0, and became smaller when rising to the top, indicating decreasing of tweets’ volume when time passed.

7.3 Hot Spot Analysis

In order to measure if there were any places having significantly larger number of tweets than any other places, using hot spot analysis in ArcGIS, we then looked at if there were any hot spots or cold spots of tweets at county level. Based on the assumption that neighboring features have larger influence on the computations for a target feature than features that are far away, “INVERSE_DISTANCE” method was chosen. “Distance band or threshold distance” parameter was set up as 80 kilometers to make sure there was on average 8 neighboring features for each target feature and the result to be reliable (Esri n.d.).
Figure 10 shows the results of hot spot analysis for all the tweets. There were significant hot spots at 99% confidence level in counties around Dallas, San Antonio, Austin, El Paso, Phoenix, Las Vegas, San Diego, Los Angeles and San Francisco. Houston is significant at 95%. The result was very similar to Figure 8. All of them were cities with large population. The result indicated that the amount of tweeting behavior in one place was positively related to the population. In other words, where there had more people, had more tweets. To eliminate influence by large number of population, we standardized tweets by population in each county (United States Census Bureau 2010). Figure 11 is population density map where each point represents 7,000 people. Northeast Texas, South Central Texas, West coast and a few places in the middle of the study area had large population density. And most of the other places had low population density. The uneven distribution of population caused many counties to have one or no tweet
related to the Dallas mass shooting, therefore the data quality was also low in those counties.

After we standardized tweets by population and run hot spot analysis again, the results became very different (See Figure 12). There were a few differences in this map. First, there were much more hot spots in the study area in this map than in Figure 10. This was because the standardized results eliminated influences of large population big cities. Second, most of the hot spots were located in Texas and east part of Texas (around Dallas, Austin, San Antonio and Houston). Again, this proved that people showed more interests when the location of the event was close to them. Third, comparing to the map in Figure 13, Los Angeles area was not a hot spot anymore, which mean that people in Los Angeles had average interest to this event compared to people from other places, and the hot spot in Figure 10 was purely because there were more people in Los Angeles. Finally, there seemed to be a few isolated hot spots in the north part of the study area. In fact, most of these hot spots are probably outliers from their immediate surroundings. Many of the counties forming these hot spots had probably one tweet about Dallas shooting in the county with small population and were surrounded by counties with no tweets on the event. This problem could be solved if there were more records in each county.
Figure 11. Population Density Map

Figure 12. Hot Spot Analysis for Tweets Standardized by Population
Figure 13. Tweets Density Map

Figure 14. Hot Spot Analysis for Tweets Standardized by Normal Tweets’ Volume

Figure 13 is a density map of the overall tweets’ volume from our data set, which represents social media activity. We standardized the data on Dallas shooting by general
tweets’ volume. The reference tweets used were from July 1st to July 7th (Greenwich Mean Time) and all of them had latitude and longitude information. The total number of tweets was about 600 thousand. We joined the point tweets layer with county map layer based on location to get the tweets’ counts in each county. The tweets’ counts were used as social media data for standardization. This was considering the characteristics of Twitter users. Population may be not the same as social media population. Although at first glance the two density maps were quite similar with each other except for a few places, for example, the Norton County in Kansas, the hot spot analysis results showed more differences when standardizing by normal tweets’ volume comparing to standardizing by population. In Figure 14, comparing to Figure 12, most of the hot spots were concentrated in Texas. Places near San Diego, San Francisco, Phoenix and Las Vegas, however, were not hot spots any more. This indicated that in those places, the large number of tweets were caused by large number of Twitter users, and on average people in these places liked to tweet more. Since social media population was not the same as general population and the users’ tweeting behaviors were not the same everywhere, normal tweets’ volume should have better quality than population as reference data.

7.4 Logistic Regression Model

Table 5 listed odds ratio, 95% confidence interval and significance level of the variables in the three models. As more variables were included in the model, the coefficient of determination pseudo $R^2$ increased from 0.035 to 0.045, which meant that the dependent variable was explained more by independent variables. However, the
number was still small, indicating that there may be important related factors missing in the models.

**Table 5. Logistic Regression Results**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR (95% CI)</td>
<td>OR (95% CI)</td>
<td>OR (95% CI)</td>
</tr>
<tr>
<td>Language</td>
<td>0.26 (0.10, 0.68)***</td>
<td>0.29 (0.11, 0.76)**</td>
<td>0.28 (0.11, 0.75)**</td>
</tr>
<tr>
<td>status count</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>favorite count</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>friend count</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>follower count</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Verified source</td>
<td>4.06 (3.01, 5.48)***</td>
<td>3.75 (2.76, 5.09)***</td>
<td>3.61 (2.66, 4.91)***</td>
</tr>
<tr>
<td>Android</td>
<td>1.04 (0.86, 1.26)</td>
<td>1.05 (0.86, 1.27)</td>
<td>1.05 (0.87, 1.27)</td>
</tr>
<tr>
<td>iPhone</td>
<td>1.63 (1.39, 1.92)***</td>
<td>1.62 (1.37, 1.91)***</td>
<td>1.64 (1.39, 1.93)***</td>
</tr>
<tr>
<td>Hashtag</td>
<td>1.15 (1.00, 1.32)**</td>
<td>1.15 (1.00, 1.32)**</td>
<td></td>
</tr>
<tr>
<td>Link</td>
<td>1.28 (1.12, 1.47)***</td>
<td>1.29 (1.12, 1.48)***</td>
<td></td>
</tr>
<tr>
<td>Mention</td>
<td>1.12 (0.93, 1.34)</td>
<td>1.12 (0.93, 1.34)</td>
<td></td>
</tr>
<tr>
<td>Reply</td>
<td>0.70 (0.55, 0.89)***</td>
<td>0.71 (0.55, 0.90)***</td>
<td></td>
</tr>
<tr>
<td>three hours</td>
<td>1.64 (1.34, 2.01)***</td>
<td>2.02 (1.51, 2.71)***</td>
<td></td>
</tr>
<tr>
<td>six hours</td>
<td>0.97 (0.74, 1.27)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Day</td>
<td></td>
<td>1.26 (1.08, 1.48)***</td>
<td></td>
</tr>
<tr>
<td>weekday</td>
<td></td>
<td>0.88 (0.75, 1.05)</td>
<td></td>
</tr>
<tr>
<td>Pseudo R²</td>
<td>0.035</td>
<td>0.043</td>
<td>0.045</td>
</tr>
<tr>
<td>N</td>
<td>4219</td>
<td>4219</td>
<td>4219</td>
</tr>
</tbody>
</table>

* p<0.1; ** p<0.05; *** p<0.01

In Model 1, significant variables were language, verified account, and iPhone as data source. Comparing to users with other language, users who chose English as default language had 74% chance less likely to have posted their tweets in hot spots. Tweets in hot spots had three times greater chances to be tweeted from a verified user than tweets in other places. Because verified users usually indicate that their posts are of public interests, this result can be explained as local people share local news. Also, iPhone users who tweeted related messages were more likely to be in a hot spot than users using other
equipment except for Android and iPhone. However, because we didn’t find literature discussing about the relationship between variable “language” and “source”, further research is still needed to explain how this result is related to our study. Because most of the hot spots were in Texas, the result might just reflect the overlap of tweets’ hot spots and certain language and electronic device’s hot spots.

Model 2 included 5 more variables. Tweets with hashtag or link were more likely to be in a hot spot. If a tweet contains hashtag or link, it usually indicates that the tweet is sharing information. One reason why hot spots had greater number of tweets was because Twitter users in those places tweeted more about the event and a large proportion of tweets in those places were sharing information. Replied messages were less likely to be in a hot spot. This was because tweets replying someone were usually passively receiving information. The result proved that Twitter users in those places were message disseminator instead of message receiver. Tweets tweeted in three hours were more likely to be in hotpots. This was corresponding with what we have discussed in previous sections that in early stages, people who received information were mostly local people.

In model 3, odds ratio of variable “three hour” became larger after adding a few more variables. Tweets posted in three hours had two times chances to be in a hot spot comparing to others. However, tweets posted in six hours had no significant difference. According to analysis in previous sections, this may be because after three hours, a lot of news was produced and more and more people from other places received the information.

But overall speaking, although in all the three models, odd ratio of some variables were statistically significant, the logistic regression models were not good enough for
predicting results because of small $R^2$. When adding more variable to raise $R^2$ of the model, chances are that the odds ratio of existing variables would change too. The results indicated misspecification of the model, which means the model missed some significant predictors.
VIII. CONCLUSION AND DISCUSSION

For the temporal pattern of volume of tweets, we found that tweets’ number related to the Dallas mass shooting grew very fast soon after the happening of attack and decreased rapidly after a few hours following an exponential curve. After 3 days, the number of tweets posted everyday became stable. However, within the general time decay trend of tweets, time cycle was also observed. People tweeted more around 11am - 12 pm in the morning and 6 pm - 7 pm in the afternoon, which was consistent with people’s regular daily work and rest schedule. Time interval to the event and people’s daily routine were the two main factors that influenced the volume of tweets. The possible explanation was that this time was a few hours’ behind the announcement of large number of related news from news agencies and individuals and this was caused by common re-sharing behaviors by individual or public accounts that had interest in the event. Geographic distance had impact on information diffusion speed, but the influence became smaller as time passes. In this case, people from faraway places got information within only a few minutes after the event. However, this did not mean that physical distance had no importance. In fact, in the very beginning, most of the tweets were located not far from the incident. Before a lot of news available on media, witness was an important source of information. Although the Dallas mass shooting was reported a lot by TV and online media, and drew great public attention, people near Dallas still tweeted more about this event than people from afar. Most of the hot spots distributed in places near Dallas from which a large number of tweets were created. These people posted information in the earliest stage and actively shared lots of information.
As a case study, the selection of the event may influence applicability of research conclusion. In this case, the shooting was accidently broadcasted by some news agencies. This to some extent covered up the influence of physical distance in message diffusion on social media. In most of the emergencies and extreme events, because the event happens suddenly, witnesses or people affected always realize it in first time, and then spread related messages to others. However, the unexpected factor revealed the importance of external sources in message diffusion on Twitter. In our study, news online and from other sources significantly influenced the diffusion extent and speed. Before a lot of news published, most of information was collected and diffused in local places. The release of news changed the pattern that a lot more people from faraway places joined the information transmission and production process. The influence of these external information sources on information diffusion in social media must be further investigated by future studies.

There are some limitations to this study. First, compared to some other empirical analyses using Twitter data, the dataset in this study is not very large. We selected tweets for the related analyses using a strict set of keywords combination to ensure data accuracy and avoid unnecessary noise. We concerned more about data quality, rather than quantity. This was mainly because in this study, we would like to observe the message production in a few weeks. Because tweets’ volume on a particular topic follows exponential decay through time, if filter criteria were not strict enough, impurities may take large proportion of daily tweets after a few days and may make the conclusion less reliable. But the flip side of this approach is related to that small numbers of tweets or zero tweet from some counties were identified as being related to the Dallas mass
shooting, which may have impacted the findings from the analyses. This problem could be solved in future studies by improving information extraction techniques including selecting more keywords. Second, the boundary of study area was close to where the event happened which made some of our conclusions less convincing. Also, in the logistic regression model, the pseudo $R^2$ in all of the three logistic regression models were small, indicating that the models had problem of misspecification. $R^2$ is usually considered as a measurement to reflect the variability in the response variables around the mean explained by the model. 3.5 percent to 4.5 percent are small numbers which mean that more than 90 percent variability were not captured by the model. The $R^2$ can become larger and the model might be improved when including more valid factors through further literature and empirical studies. However, according to the results we have, purely adding variables may not be good enough. Logistic model was probably not a very suitable approach and other models or methods should be considered.

For future studies, because this study aimed to understand general patterns of message diffusion on social media, more in-depth research should be conducted. For example, to study the temporal pattern, one may look at tweets in hourly, daily and weekly scales. Also, our results showed that local people tweeted more messages than people in other places and they actively produced and shared information instead of passively accept or follow tweets. Future study may look into details about the differences between tweeting behavior of local people and people from afar, including time, frequency, content and other aspects. Last, this study only examined spatial and temporal patterns of tweet quantity; future research may conduct sentiment analysis to
look at people’s feelings about the event in different places and during different time periods after a mass scale event.
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