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EXISTENCE OF WEAK SOLUTIONS FOR A
NON-HOMOGENEOUS SOLIDIFICATION

MATHEMATICAL MODEL

MARIO M. DURÁN, ELVA ORTEGA-TORRES

Abstract. This article studies the existence of weak solutions for a stationary

non-homogeneous system of equations describing the solidification process of
a binary alloy confined to a regular bounded domain in R3 and having mixed

boundary conditions.

1. Introduction

In a binary alloy an element, called solute, is dissolved in another substance,
called solvent. The procedure for moulding the alloy consists of pouring the com-
pound in its liquid state at a hight temperature in a mould. Once incandescent
has been poured, it will loose heat and begin to solidify. At the beginning of the
process a solidification front appears, which consists of solid material dendrites.
Around these, the material in a liquid state adheres until reaching a completely
solid phase. This process of solidification is fundamentally controlled by the ther-
modynamical variables of solute concentration and temperature in the mold. Thus
the mathematical model takes into account the diffusion process, the heat transfer
in a multi-component mixture and the transport of solute in the binary mixture.
The reader is referred to [18] for the analysis of solidification models from the
thermodynamic point of view. In [23] solidification models are studied using the
properties of thermodynamic averages. For a review of bifurcation phenomena in
solidification models the reader is referred to [3], whereas for numerical analysis of
solidification models [2, 22, 8, 4, 12] may be consulted. Additional analysis may be
found in [5, 9, 20]. Preliminary studies regarding the existence and uniqueness of
solutions for stationary models may be found [6, 7, 14, 16, 11].

The aim of this article is to generalize the results established in the above-
mentioned works to a less restricted model, resorting to Galerkin’s technique and
considering a non-homogeneous fluid.

The outline of the paper is as follows. In Section 2 we state the mathematical
model of the solidification process for a binary alloy. In Section 3 we state some
notations, define the notion of weak solution, and prove a maximum principle. In
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Section 4 we study a regularized problem, define the notion of a regularized weak
solution, and prove some a priori estimates. The proof of existence of a regularized
weak solution is done in Section 5. Section 6 is devoted to proving the main
existence theorem.

2. Model for binary alloy solidification

In this section we derive the mathematical model for studing the existence of
weak solutions. Denoting by Ω the mould into which the melted matter was poured,
we call Ωl,Ωm and Ωs the regions occupied by matter in liquid, mixture (coexistence
of solid and liquid) and solid state, respectively. Furthermore, we identify the
interfaces between these three sub-domains, calling Γml the mixture-liquid interface,
and Γsm the one for solid-mixture. With the purpose of considering boundary
conditions, we set three regions of the exterior frontier Γ = ∂Ω which are denoted
by Γt,Γb and Γv (see Figure 1).
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Figure 1. Solidification mould

During a binary alloy solidification process, the variables for solute concentration
and temperature in the mould, determine the state of the matter through the phase
diagram (see Figure 2) where θF and θE are the fusion and eutectic temperature
respectively. As a fundamental reference we can point out, among others, the text-
books by Milne-Thomson [21], Shapiro [25], the works by Blanc & Gasser [6], Blanc
& al. [7] and the doctoral theses by Ahmad [2], Gaillard [14] and Gasser [16].

To determine the state of the alloy, in the presence of thermodynamic equilib-
rium, we resort to the phase diagram (see Figure 2) which is formed by two regular
curves: the liquidus γ`(θ) and the solidus γs(θ). Then, we identify three zones: The
liquid Θl, the mixture Θm and the solid Θs which are defined by

Θl = {(c, θ) ∈ R2 : 0 < c < cmax, θ > γ−1
` (c)} ,

Θm = {(c, θ) ∈ R2 : θE < θ < θF , γs(θ) < c < γ`(θ)},
Θs = {(c, θ) ∈ R2 : 0 < c < cmax, θ < Max{γ−1

s (c), θE}} ,
where cmax = γ`(θE). Consequently the sub-domains Ωl,Ωm and Ωs can be de-
scribed - using the phase diagram- by the thermodynamic variables for concentra-
tion and temperature, (c, θ). In fact, considering Ω an open domain subset of R3
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with regular boundary Γ, we have

Ωa = {x ∈ Ω : (c(x), θ(x)) ∈ Θa}, a = l,m, s,

Ωml = Ωm ∪ Γml ∪ Ωl.
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Figure 2. Phase Diagram

In the solid-liquid mixture region, we define a function that will indicate the
fraction of matter in solid state fs(c, θ) and in liquid state fl(c, θ) = 1 − fs(c, θ),
per unit of volume. Thus, a precise definition of fs(c, θ) is given by (see Figure 2)

fs(c, θ) =


0 if (c, θ) ∈ Θl,

a
a+b if (c, θ) ∈ Θm,

1 if (c, θ) ∈ Θs,

where a = γ`(θ)− c and b = c− γs(θ).
To model the transport phenomenon in the mixture region, we denote by cl and

cs the concentration of solute in liquid and solid phases, which can be precisely
determined through the phase diagram (see e.g. [2, 4, 12, 14]). Thus, we deduce

cl(c, θ) =



c if (c, θ) ∈ Θl,

γl(θ) if (c, θ) ∈ Θm,

0 in {(c, θ) ∈ R2 : 0 < c < γs(θE), θ < γ−1
s (c)} ,

γ`(θE) in {(c, θ) ∈ R2 : γs(θE) ≤ c ≤ γ`(θE), θ ≤ θE} ,
γ`(θE) in {(c, θ) ∈ R2 : c ≥ γ`(θE)} ,
0 in {(c, θ) ∈ R2 : c ≤ 0} .

(2.1)

For a technical reason, to obtain the Maximum Principle, in (2.1) we have modified
the natural definition of the function cl(·, ·). This fact does not change either the
physical meaning or the mathematical sense of the model, since fs = 1 and v = 0
on Θs, and because cl(·, ·) was extended outside Θl ∪Θm by continuity.
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In the sequel, the unknown function of concentration c(·) that intervenes in the
equations is a weighted average between cl(·, ·) and cs(·, ·), that is, c = cl(1− fs) +
csfs.

It is clear that, as time passes, the zones Ωa, a ∈ {l,m, s}, will appear, evolve,
and disappear within Ω, which added to the force of gravity acting over the alloy,
can develop a movement of velocity v and pressure field p in the interior of the mix-
ture Ωml (see [4] or [15]). Then, using the incompressible Navier-Stokes equations
coupled with terms of force (external and internal), and considering the diffusion
processes of the concentration and the heat transfer in a multi-component mixture,
the stationary nonhomogeneous solidification model for a binary alloy is given by
(see [2, 14])

−div(η(c, θ)∇c) + v · ∇cl(c, θ) = 0 in Ω, (2.2)
∂c

∂n
= 0 on Γ, (2.3)∫

Ω

c(x)dx = cg, (2.4)

−div(κ(c, θ)∇θ) + ρCpv · ∇θ = 0 in Ω, (2.5)

θ = θδ on Γb ∪ Γt, (2.6)
∂θ

∂n
= 0 on Γv, (2.7)

−2 div(ν(c, θ)e(v)) + ρ(v · ∇)v + Fi(c, θ)v +∇p = Fe(c, θ) in Ωml, (2.8)

div v = 0 in Ωml, (2.9)

v = 0 in Ωs, (2.10)

v = 0 on Γb ∪ Γt, (2.11)

v · n = 0 on Γv, (2.12)

σ(v, p)n ∧ n = 0 on Γv, (2.13)

where η(·, ·), κ(·, ·), ν(·, ·) are strictly positive real functions that represent concen-
tration diffusion, heat diffusion and dynamic viscosity, respectively. ρ is the mean
density in the mixture considered constant, Cp is the caloric capacity, and e(v) is
the linearized stress tensor of v.

In equation (2.4), cg denotes the total quantity of solute in the mixture and is a
strictly positive real constant that satisfies the compatibility relation

0 ≤ cg ≤ |Ω|γ`(θE). (2.14)

Furthermore, θδ is a known distribution of temperature on Γb ∪ Γt, n denotes the
normal unit vector outward to the surface Γ and σ(v, p) represents the stress tensor
given by

σ(v, p) = −pI + 2νe(v) (Stokes’ law).
The external force Fe(·, ·) which acts over the alloy is given by the Boussinesq
approximation

Fe(c, θ) = ρg(α(θ − θr) + β(cl(c, θ)− cr)), (2.15)
where α, β are known real constants, θr and cr are respectively a temperature and
a concentration of reference, and g = (0, 0,−g)t is the gravitational force.

The term Fi(·, ·) represents the internal force within a porous material which
opposes the movement of the fluid on Ωml. It is known as the Carman-Kozeny law,
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and it is given by

Fi(c, θ) = C0
f2

s (c, θ)
(1− fs(c, θ))3

with C0 > 0. (2.16)

It is evident that in the liquid region Fi(·, ·) = 0 and that Fi(·, ·) is not a L2(Ωml)
function (this fact deals with a non classical problem, because we can not integrate
the equation directly (2.8)).

Note that the model (2.2)-(2.13) is more general than the one studied in [7] and
[11], where η, κ, ν constants were considered. Furthermore, in [7] the conditions
θ = θδ and v = 0 were considered on whole Γ (Γv = ∅) which leads to a H2-regular
solution and a simpler model than the treated here.

3. Preliminaries, Variational Formulation and Maximum Principle

The vector-valued functions in R3 are denoted by {u,v,w}, while the scalar
functions are written {p, ϕ, ψ, φ, c, θ}. However, for the sake of simplicity we do not
make any difference in denoting spaces of vector-valued or scalar-valued functions.
We denote by C a generic real constant.

For all integer m ≥ 0, and all real 1 ≤ p ≤ ∞, with ‖ · ‖m,p,Ω we denote the
standard norms of the scalar and vector-valued Sobolev spaces Wm,p(Ω) (see [1]).
When there is no ambiguity about the domain Ω, we simply write ‖ · ‖m,p.

As usual, we will denote Wm,2(Ω) ≡ Hm(Ω) and W 0,2(Ω) ≡ L2(Ω), which are
Hilbert spaces with the usual inner product, and the standard norms are denoted
by ‖ · ‖m and ‖ · ‖, respectively.

To study the existence of at least one weak solution of problem (2.2)-(2.13), we
defined the following function spaces:

Hσ(Ω) = {w ∈ L2(Ω) : div w = 0 in Ω, w · n = 0 on Γ} , (3.1)

Hθ(Ω) = {ψ ∈ H1(Ω) : ψ = 0 on Γb ∪ Γt} , (3.2)

Hv(Ω) = {w ∈ H1(Ω) : div w = 0 in Ω,w · n = 0 on Γv and w = 0 on Γb ∪ Γt} .
(3.3)

It is straightforward to prove that they are Hilbert spaces with the corresponding
L2(Ω) or H1(Ω) norms (see [19]). Moreover, it follows from Poincare’s inequality
that the gradient seminorm is, in fact, a norm equivalent to H1(Ω)-norm in the
spaces Hθ(Ω) and Hv(Ω).

Also, over the space Hv(Ω), we consider the norm defined by

|e(v)|0,Ω = (2
∫

Ω

|e(v)|2dx)1/2 (3.4)

which by Korn’s inequality, is a well known equivalent to the norm ‖∇v‖.
Let 1 < p, q < ∞ be such that p−1 + q−1 = 1 (or p = 1 and q = ∞), then for

u ∈ Lp(Ω),v ∈ Lq(Ω), we write as usual

(u,v) =
∫

Ω

u · vdx =
∫

Ω

3∑
i=1

uividx.

We denote the classical bilinear and trilinear forms by

(∇u,∇v) =
3∑

i,j=1

∫
Ω

∂uj

∂xi

∂vj

∂xi
dx, (u · ∇v,w) =

3∑
i,j=1

∫
Ω

uj
∂vi

∂xj
widx, (3.5)
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for all vector-valued functions u,v,w for which the integrals make sense, and it is
known that the trilinear form has the properties

(u · ∇v,v) = 0, (u · ∇v,w) = −(u · ∇w,v) ∀u ∈ Hv, ∀v,w ∈ H1(Ω). (3.6)

Now, we state our problem rigorously establishing regularity assumptions on
boundary Γ and some technical assumptions on external data.

(S1) Ω is a bounded, connected, and with non-empty interior set of R3;
(S2) Γ ∈ C2 such that meas(Γb) and meas(Γt) are strictly positive;
(S3) The given external field of temperature θδ belongs to L∞(Γb ∪ Γt) and has

an extension in H1(Ω);
S4) The function of concentration in liquid phase cl(·, ·) belongs to W 1,∞(R2)

(S5) The functions η(·, ·), κ(·, ·), ν(·, ·) belong to C0(R2) and satisfy

inf
(c,θ)∈R2

{η(c, θ), κ(c, θ), ν(c, θ)} = χ0 > 0,

sup
(c,θ)∈R2

{η(c, θ), κ(c, θ), ν(c, θ)} = χ1 <∞,

where χ0 and χ1 are positive real constants.
In what follows, we define the meaning of a weak solution for (2.2)-(2.13) and state
the main result.

Definition 3.1. We say that the triplet (c(x), θ(x),v(x)) ∈ H1(Ω)×H1(Ω)×Hv(Ω)
is a weak solution of the stationary solidification problem (2.2)-(2.13) if it satisfies
the variational formulation

(η(c, θ)∇c,∇ϕ) + (v · ∇cl(c, θ), ϕ) = 0 , (3.7)

(κ(c, θ)∇θ,∇ψ) + ρCp(v · ∇θ, ψ) = 0 , (3.8)

2(ν(c, θ)e(v), e(w)) + ρ((v · ∇)v,w) + (Fi(c, θ)v,w) = (Fe(c, θ),w), (3.9)

for all ϕ ∈ H1(Ω), ψ ∈ Hθ(Ω),w ∈ Hv(Ω) with suppw ⊂ Ωml, and such that∫
Ω

c(x)dx = cg , (3.10)

θ − θδ ∈ Hθ , (3.11)

v = 0 in Ωs . (3.12)

Remark 3.2. It is not difficult to prove that any solution of the variational formu-
lation (3.7)-(3.12) is also a solution of the problem (2.2)-(2.13) in the distribution
sense, and so, both problems are equivalent.

Theorem 3.3. Under the hypotheses (S1)–(S5), the problem (2.2)-(2.13) admits
at least one weak solution.

We finish this section by proving that any weak solution of the system (2.2)-
(2.13) satisfies some a priori estimates.

Proposition 3.4 (Maximum Principle). Let (c, θ,v) be a weak solution of (2.2)-
(2.13). Then

0 ≤ c(x) ≤ γ`(θE) a.e. in Ω, (3.13)

ess inf
x∈Γb∪Γt

θδ(x) ≤ θ(x) ≤ ess supx ∈ Γb ∪ Γtθδ(x) a.e. in Ω. (3.14)
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Proof. Given a function f defined in Ω, we denote by Ω+ the set where f is strictly
positive and by Ω− where it is not positive, then Ω = Ω+ ∪ Ω− and Ω+ ∩ Ω− = ∅.
To show that the right side of inequality (3.13) holds, we choose ϕ = [c−γ`(θE)]+ ∈
H1(Ω) as a test function in (3.7), then by (2.1) we have

(η(c, θ)∇c,∇[c− γ`(θE)]+) = −
∫

Ω+

v(x) · ∇cl(c, θ)(c(x)− γ`(θE))dx = 0 .

A simple calculation gives

(η(c, θ)∇c,∇[c− γ`(θE)]+) = (η(c, θ)∇[c− γ`(θE)]+,∇[c− γ`(θE)]+)

= ‖η1/2(c, θ)∇[c− γ`(θE)]+‖2 ,

then, from (S5) and the above equalities, we obtain ∇[c − γ`(θE)]+ = 0. Thus,
[c − γ`(θE)]+ = C is a non negative constant function in Ω. By the definition of
[c − γ`(θE)]+, we have that C = 0 or C = c − γ`(θE). If C = c − γ`(θE), then
c = C + γ`(θE) a.e. in Ω and by using (3.10), we deduce

cg =
∫

Ω

c(x)dx = C|Ω|+ γ`(θE)|Ω| > γ`(θE)|Ω|,

which is in contradiction with the compatibility condition (2.14). Therefore, C = 0
and the right side of (3.13) has been proved. To verify the inequality of the left
side of (3.13), we take ϕ = [c]− as a test function in (3.7). Then

(η(c, θ)∇c,∇[c]−) = −(v · ∇cl(c, θ), [c]−) =
∫

Ω−

v(x) · ∇cl(c(x), θ(x)) c(x)dx = 0.

As above, a simple calculation gives

(η(c, θ)∇c,∇[c]−) = −(η(c, θ)∇[c]−,∇[c]−) = −‖η1/2(c, θ)∇[c]−‖2,

thus, from (S5) and above inequalities, we deduce that [c]− = C is a non negative
constant function in Ω. By definition of [c]−, we have that C = 0 or C = −c. If
C = −c, by integrating and using (3.10), we obtain

cg =
∫

Ω

c(x)dx = −C|Ω| < 0 ,

which implies C = 0 and the left side of (3.13) is obtained.
To prove inequality (3.14), let us define w = ess sup{θδ(x) : x ∈ Γb ∪ Γt} and

consider ψ = [θ − w]+ ∈ Hθ(Ω) as a test function in (3.8). Then

(κ(c, θ)∇θ,∇[θ − w]+) = −ρCp

∫
Ω+

v(x) · ∇(θ(x)− w) (θ(x)− w)dx = 0,

and since (κ(c, θ)∇θ,∇[θ−w]+) = ‖κ1/2(c, θ)∇[θ−w]+‖2, we conclude that [θ−w]+
is a constant function in Ω. From (3.11) we get

θ ≤ ess sup
x∈Γb∪Γt

θδ(x) a.e. in Ω.

To prove the statement of left-hand side of (3.14), we proceed in a similar way,
defining w = ess inf{θδ(x) : x ∈ Γb ∪ Γt} and taking [θ − w]− ∈ Hθ(Ω) as a test
function in (3.8). In this way, we obtain

(κ(c, θ)∇θ,∇[θ − w]−) = −ρCp(v · ∇θ, [θ − w]−) = 0,
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and since (κ(c, θ)∇θ,∇[θ − w]−) = −‖κ1/2(c, θ)∇[θ − w]−‖2, then we have ∇[θ −
w]− = 0 and consequently [θ − w]− is a non negative constant function. Finally,
we deduce that

ess inf
x∈Γb∪Γt

θδ(x) ≤ θ a.e. in Ω.

�

4. The Regularized Mathematical Problem

It is important to observe that due to its dependence on concentration c and
temperature θ, the set Ωml and the interfaces Γsm,Γml are unknown a priori, and
this is an additional difficulty of the problem. Moreover, as we said before the
Carman-Kozeny term given in (2.16), becomes discontinuous when x ∈ Ωs since
fs(c(x), θ(x)) = 1. Then, to avoid this singularity and to consider the system
defined as a whole by the domain Ω, we define a family of regularized problems,
which are obtained by modifying the Carman-Kozeny term, as follows:

F ε
i (cε, θε) = C0

f2
s (cε, θε)

(1− fs(cε, θε) + ε)3
∀ε ∈ (0, 1] . (4.1)

More precisely, the family of regularized associated problems is defined as: Find
the functions (cε, θε,vε, pε) : Ω → R6, such that

−div(η(cε, θε)∇cε) + vε · ∇cl(cε, θε) = 0 in Ω, (4.2)
∂cε
∂n

= 0 on Γ, (4.3)∫
Ω

cε(x)dx = cg, (4.4)

−div(κ(cε, θε)∇θε) + ρCpvε · ∇θε = 0 in Ω, (4.5)

θε = θδ on Γb ∪ Γt, (4.6)
∂θε

∂n
= 0 on Γv, (4.7)

−2 div(ν(cε, θε)e(vε)) + ρ(vε · ∇)vε + F ε
i (cε, θε)vε +∇pε = Fe(cε, θε) in Ω,

(4.8)

div vε = 0 in Ω, (4.9)

vε = 0 on Γb ∪ Γt, (4.10)

vε · n = 0 on Γv, (4.11)

σ(vε, pε)n ∧ n = 0 on Γv. (4.12)

In the same way as in Definition 3.1, we give the following definition of a regularized
weak solution.

Definition 4.1 (Regularized Weak Solution). We say that the triplet of functions
(cε(x), θε(x),vε(x)) ∈ H1(Ω)×H1(Ω)×Hv(Ω) is a regularized weak solution of the
stationary problem (2.2)-(2.13) if it satisfies the variational equations

(η(cε, θε)∇cε,∇ϕ) + (vε · ∇cl(cε, θε), ϕ) = 0, (4.13)

(κ(cε, θε)∇θε,∇ψ) + ρCp(vε · ∇θε, ψ) = 0, (4.14)

2(ν(cε, θε)e(vε), e(w)) + ρ((vε · ∇)vε,w) + (F ε
i (cε, θε)vε,w) = (Fe(cε, θε),w),

(4.15)
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for all ϕ ∈ H1(Ω), ψ ∈ Hθ(Ω), w ∈ Hv(Ω), and such that∫
Ω

cε(x)dx = cg, (4.16)

θε − θδ ∈ Hθ(Ω). (4.17)

Remark 4.2. It is not difficult to prove that any solution of the variational for-
mulation (4.13)-(4.17) is a solution of the problem (4.2)-(4.12) in the distribution
sense, and thus both problems are equivalent.

In the sequel, we refer to the regularized weak solution of the stationary problem
(2.2)-(2.13) solely as the weak solution of (4.2)-(4.12). Also, in this case we have
the Maximum Principle property for the regularized weak solution.

Proposition 4.3 (ε Maximum Principle). The weak solution (cε, θε,vε) of problem
(4.2)-(4.12), satisfies the following inequalities

0 ≤ cε(x) ≤ γ`(θE) a.e. in Ω, (4.18)

ess inf
x∈Γb∪Γt

θδ(x) ≤ θε(x) ≤ ess sup
x∈Γb∪Γt

θδ(x) a.e. in Ω. (4.19)

The proof of the above proposition is similar to the proof of Proposition 3.4, so
we omit it. Using Proposition 4.3 we can easily show the following a priori estimate.

Proposition 4.4. Let (cε, θε,vε) be a weak solution of the problem (4.2)-(4.12).
Then

‖∇cε‖2 + ‖∇θε‖2 + |e(vε)|20,Ω ≤ C, (4.20)
where C does not depend on ε.

Proof. We deduce the following inequalities

‖∇cε‖ ≤ C|e(vε)|0,Ω, (4.21)

‖∇θε‖ ≤ C(1 + |e(vε)|0,Ω), (4.22)

|e(vε)|0,Ω ≤ C , (4.23)

from which (4.20) is an immediate consequence. To prove inequality (4.21), we take
ϕ = cε as a test function in (4.13). Then, by using the Hölder inequality, (3.6) and
(S5), we have

χ0‖∇cε‖2 ≤ ‖η1/2(cε, θε)∇cε‖2 = (vε · ∇cε, cl(cε, θε)) ≤ C‖vε‖‖∇cε‖‖cl(cε, θε)‖0,∞.

Thus, from (S4) and (3.4), the inequality (4.21) follows. Since θδ ∈ H1(Ω), we put
ψ = θε − θδ ∈ Hθ(Ω) as a test function in (4.14). Considering (S5), we have

χ0‖∇θε‖2 ≤ ‖κ1/2(cε, θε)∇θε‖2 = (κ(cε, θε)∇θε,∇θδ) + ρCp(vε · ∇θε, θδ).

Using the Hölder inequality, (S5) and the continuous Sobolev embedding H1(Ω) ↪→
L4(Ω), we obtain

χ0‖∇θε‖2 ≤ ‖κ(cε, θε)‖0,∞‖∇θε‖‖∇θδ‖+ C‖vε‖0,4‖∇θε‖‖θδ‖0,4

≤ χ1‖∇θε‖‖∇θδ‖+ C‖∇vε‖‖∇θε‖‖θδ‖1
≤ C‖∇θε‖‖θδ‖1(1 + ‖∇vε‖)

which by (3.4), is none other than inequality (4.22). Now, considering w = vε as a
test function in (4.15), we have

‖ν1/2(cε, θε)e(vε)‖2 + (F ε
i (cε, θε)vε,vε) = (Fe(cε, θε),vε). (4.24)
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From the definition of Fe(·, ·) given in (2.15), we obtain

|(Fe(cε, θε),vε)| ≤ ρα|(gθε,vε)|+ ρ|αθr + βcr||(g,vε)|+ ρβ|(gcl(cε, θε),vε)|
≤ C‖g‖‖θε‖0,3‖vε‖0,6 + C‖g‖‖vε‖+ C‖g‖‖cl(cε, θε)‖0,∞‖vε‖ .

(4.25)
Since cl satisfies (S4), g ∈ L∞(Ω) and H1(Ω) ↪→ L6(Ω) continuously, from (4.25)
we get

|(Fe(cε, θε),vε)| ≤ C‖θε‖0,3‖∇vε‖+ C‖∇vε‖ ≤ C(1 + ‖θε‖0,3)‖∇vε‖. (4.26)

substituting this inequality in (4.24), and taking into account (3.4), (4.19), (S5)
and the fact that (F ε

i (cε, θε)vε,vε) ≥ 0, we get

χ0|e(vε)|20,Ω ≤ ‖ν1/2(cε, θε)e(vε)‖2 ≤ C|e(vε)|0,Ω,

which proves inequality (4.23). �

5. Existence of Regularized Weak Solutions

In this section, we prove the existence of at least one weak solution of the problem
(4.2)-(4.12), by characterizing it as the limit of a sequence of approximated solutions
defined on finite dimensional spaces. We state this result in what follows and the
proof is done at the end of this section.

Theorem 5.1. Under hypotheses (s1)–(S5), Problem (4.2)–(4.12) admits at least
one weak solution.

If we set out θ̃ε = θε−θδ, then to find a weak solution of the problem (4.2)-(4.12)
becomes equivalent to: Find the triplet of functions (cε, θ̃ε,vε) ∈ H1(Ω)×Hθ(Ω)×
Hv(Ω), such that

(η(cε, θ̃ε + θδ)∇cε,∇ϕ) + (vε · ∇cl(cε, θ̃ε + θδ), ϕ) = 0, (5.1)

(κ(cε, θ̃ε + θδ)∇θ̃ε,∇ψ) + ρCp(vε · ∇θ̃ε, ψ) + ρCp(vε · ∇θδ, ψ)

= −(κ(cε, θ̃ε + θδ)∇θδ,∇ψ), (5.2)

2(ν(cε, θ̃ε + θδ)e(vε), e(w)) + ρ((vε · ∇)vε,w) + (F ε
i (cε, θ̃ε + θδ)vε,w)

= (Fe(cε, θ̃ε + θδ),w), (5.3)

for all ϕ ∈ H1(Ω), ψ ∈ Hθ(Ω), w ∈ Hv(Ω), and∫
Ω

cε(x)dx = cg. (5.4)

Thus, if we find (cε, θ̃ε,vε) ∈ H1(Ω)×Hθ(Ω)×Hv(Ω) solution of (5.1) - (5.4), we
have that (cε, θε,vε) is a weak solution of (4.2)-(4.12), where θε = θ̃ε + θδ.

To prove the existence of at least a weak solution to the stationary regular-
ized problem (4.2)-(4.12), we consider the Hilbert orthonormal basis {ϕi(x)}∞i=1 of
H1(Ω), {ψi(x)}∞i=1 of Hθ(Ω) and {wi(x)}∞i=1 of Hv(Ω), whose elements could be
chosen as solutions to the following spectral problems:

(∇ϕi,∇cε) = αi(ϕi, cε) ∀cε ∈ H1(Ω),

(∇ψi,∇θ̃ε) = γi(ψi, θ̃ε) ∀θ̃ε ∈ Hθ(Ω),

(∇wi,∇vε) = λi(wi,vε) ∀vε ∈ Hv(Ω).
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Let Hk be the subspace of H1(Ω) spanned by {ϕ1(x), . . . , ϕk(x)}, Hk
θ be the sub-

space of Hθ(Ω) spanned by {ψ1(x), . . . , ψk(x)} and Hk
v be the subspace of Hv(Ω)

spanned by {w1(x), . . . ,w3k(x)}, respectively. For every k ≥ 1, we define approxi-
mations ckε , θ̃

k
ε and vk

ε of cε, θ̃ε and vε respectively, by means of the following finite
expansions:

ckε (x) =
k∑

i=1

cεikϕ
i(x), θ̃k

ε (x) =
k∑

i=1

dε
ikψ

i(x), vk
ε (x) =

3k∑
i=1

eε
ikw

i(x), (5.5)

where the coefficients cεik, dε
ik and eε

ik will be calculated in such way that ckε , θ̃
k
ε

and vk
ε solve the following equations, which are in fact an approximated system of

(5.1)-(5.4):

(η(ckε , θ̃
k
ε + θδ)∇ckε ,∇ϕi) + (vk

ε · ∇cl(ckε , θ̃k
ε + θδ), ϕi) = 0, (5.6)

(κ(ckε , θ̃
k
ε + θδ)∇θ̃k

ε ,∇ψi) + ρCp(vk
ε · ∇θ̃k

ε , ψ
i) + ρCp(vk

ε · ∇θδ, ψ
i)

= −(κ(ckε , θ̃
k
ε + θδ)∇θδ,∇ψi), (5.7)

2(ν(ckε , θ̃
k
ε + θδ)e(vk

ε ), e(wi)) + ρ((vk
ε · ∇)vk

ε ,w
i) + (F ε

i (ckε , θ̃
k
ε + θδ)vk

ε ,w
i)

= (Fe(ckε , θ̃
k
ε + θδ),wi), (5.8)

for all ϕi ∈ Hk(Ω), ψi ∈ Hk
θ , wi ∈ Hk

v , and∫
Ω

ckε (x)dx = cg. (5.9)

The proof of the solvability of the system (5.6)-(5.9) for any k ∈ N, will be as done
in [10], applying the Brouwer’s Fixed Point theorem (see for instance [13], [17],
[24]). In fact, we defined the operator

Φ : Hk ×Hk
θ ×Hk

v → Hk ×Hk
θ ×Hk

v

(ξ, φ,u) 7→ Φ(ξ, φ,u) = (c, θ̃,v),

where (c, θ̃,v) is the unique solution to the linearized problem

(η(ξ, φ+ θδ)∇c,∇ϕi) = −(v · ∇cl(ξ, φ+ θδ), ϕi), (5.10)

(κ(ξ, φ+ θδ)∇θ̃,∇ψi) + ρCp(u · ∇θ̃, ψi)

= −ρCp(u · ∇θδ, ψ
i)− (κ(ξ, φ+ θδ)∇θδ,∇ψi), (5.11)

2(ν(ξ, φ+ θδ)e(v), e(w)) + ρ((u · ∇)v,wi) + (Fi(ξ, φ+ θδ)v,wi)

= (Fe(ξ, θ̃ + θδ),wi), (5.12)

for all ϕi ∈ Hk, ψi ∈ Hk
θ , wi ∈ Hk

v , and∫
Ω

c(x)dx = cg . (5.13)

From hypothesis (S4), we have v ·∇cl(ξ, φ+θδ) ∈ L3/2(Ω), so the right-hand side of
(5.10) defines a continuous linear operator in Hk onto itself. As u ∈ L6(Ω),∇θδ ∈
L2(Ω) then u · ∇θδ ∈ L3/2(Ω), and we conclude that the right-hand side of (5.11)
defines a continuous linear operator in Hk

θ onto itself. Since Fe(ξ, θ̃+ θδ) ∈ L2(Ω),
we can conclude that the right-hand side of (5.12) also defines a continuous linear
operator in Hk

v onto itself (see [7]).
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The existence and uniqueness of (c, θ̃,v), the solution of (5.10)-(5.13), follows
directly from Lax-Milgram Lemma. In fact, given (ξ, φ,u) from (5.11) we conclude
the existence and uniqueness of function θ̃ because the coercivity of the associated
bilinear form. Next, from (5.12) we deduce the existence and uniqueness of function
v, and finally, (5.10) leads to the existence and uniqueness of function c.

Thus the operator Φ is well defined and continuous from Hk × Hk
θ × Hk

v onto
itself.

Remark 5.2. It is important to note that all concentration and temperature func-
tions obtained as image of Φ operator satisfy the ε-Maximal Principle property
stated in Proposition 4.3. This implies ‖θ̃ + θδ‖0,3 ≤ C, where C is a positive
constant that does not depends on k and ε.

Proposition 5.3. Assume the hypotheses of Theorem 5.1. Then the triplet (c, θ̃,v)
defined by (5.10)-(5.13) satisfy the following estimates

‖∇c‖ ≤ Rc , (5.14)

|e(v)|0,Ω ≤ Rv , (5.15)

‖∇θ̃‖ ≤ Rθ , (5.16)

where Rc, Rv and Rθ are positive constants that do not depend on k and ε.

Proof. Considering ϕi = c and wi = v in (5.10) and (5.12) respectively, we have

‖η1/2(ξ, φ+ θδ)∇c‖2 = −(v · ∇cl(ξ, φ+ θδ), c), (5.17)

‖ν1/2(ξ, φ+ θδ)e(v)‖2 + (Fi(ξ, φ+ θδ)v,v) = (Fe(ξ, θ̃ + θδ),v). (5.18)

Since F ε
i (ξ, φ+ θδ) ≥ 0 and considering (S5), from (5.18) we have

χ0|e(v)|20,Ω ≤ |(Fe(ξ, θ̃ + θδ),v)|. (5.19)

Similarly as done in (4.26) and considering (3.4), from (5.19) we can conclude

|e(v)|0,Ω ≤ C(1 + ‖θ̃ + θδ‖0,3). (5.20)

By Remark 5.2, the function θ̃ + θδ satisfies the ε Maximum Principle property,
then inequality (5.20) implies that there exists a constant Rv > 0 such that

|e(v)|0,Ω ≤ Rv. (5.21)

From (5.17) and (S5), we get

χ0‖∇c‖2 ≤ |(v · ∇cl(ξ, φ+ θδ), c)| ≤ C|e(v)|0,Ω‖∇c‖‖cl(c, θ)‖0,∞. (5.22)

Then, considering (S4), (5.21) and (5.22), we obtain that there exists a constant
Rc > 0 such that

‖∇c‖ ≤ Rc . (5.23)

Now, from (5.11) just note that the function θ̃ satisfies the following estimate

χ0‖∇θ̃‖ ≤ ρCpCΩ|e(u)|0,Ω‖θδ‖0,3 + χ1‖∇θδ‖ (5.24)

with χ0 and χ1 given in (S5). Thus, if |e(u)|0,Ω ≤ Rv, we deduce

‖∇θ̃‖ ≤ Rθ, (5.25)

where Rθ = ρCpCΩχ
−1
0 Rv‖θδ‖0,3 + χ−1

0 χ1‖∇θδ‖. �
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Now, taking into account Preposition 5.3, if we define the convex set

M = { (ξ, φ,u) ∈ Hk ×Hk
θ ×Hk

v : ‖∇ξ‖ ≤ Rc, ‖∇φ‖ ≤ Rθ, |e(u)|0,Ω ≤ Rv},
it is straightforward to see that Φ(M) ⊂M and thus we have proved the following
results.

Lemma 5.4. Under Hypotheses (S1)–(S5) the operator Φ is well defined, continu-
ous and possesses at least one fixed point in the set M .

Corollary 5.5 (Existence of discrete regularized weak solutions). Under assump-
tions (S1)–(S5), system (5.6)-(5.9) admits at least one solution (ckε , θ̃

k
ε ,v

k
ε ), for all

ε > 0, and all k ≥ 1.

We conclude this section by proving its main theorem.

Proof of Theorem 5.1. From Proposition 5.3 and since the embedding H1(Ω) ↪→
L2(Ω) is compact, there exists (cε(x), θ̃ε(x),vε(x)) such that as k →∞

ckε → cε weakly in H1(Ω) and strongly in L2(Ω), (5.26)

θ̃k
ε → θ̃ε weakly in Hθ(Ω) and strongly in L2(Ω), (5.27)

vk
ε → vε weakly in Hv(Ω) and strongly in Hσ(Ω). (5.28)

We shall prove that the triplet (cε(x), θ̃ε(x),vε(x)) satisfies system (5.1)-(5.4),
which is in fact equivalent to showing that (cε(x), θε(x),vε(x)) is a weak solution
of the regularized problem (4.2)-(4.12), where θε = θ̃ε + θδ.

We observe that if ζk
ε (·, ·), ζε(·, ·) satisfies (S5),

|(ζk
ε ∇bkε − ζε∇bε,∇ξi)| ≤ |(ζk

ε (∇bkε −∇bε),∇ξi)|+ |((ζk
ε − ζε)∇bε,∇ξi)| ,

≤ χ1|(∇bkε −∇bε,∇ξi)|+ ‖ζk
ε − ζε‖0,∞‖∇bε‖‖∇ξi‖ ,

then, by Proposition 4.4, we have

|(ζk
ε ∇bkε − ζε∇bε,∇ξi)| ≤ χ1|(∇bkε −∇bε,∇ξi)|+ C‖ζk

ε − ζε‖0,∞. (5.29)

Therefore, considering (S5) and (5.26)-(5.27) by the weak convergence, from (5.29)
we have as k →∞

(η(ckε , θ̃
k
ε + θδ)∇ckε − η(cε, θ̃ε + θδ)∇cε,∇ϕi) → 0, (5.30)

(κ(ckε , θ̃
k
ε + θδ)∇θ̃k

ε − κ(cε, θ̃ε + θδ)∇θ̃ε,∇ψi) → 0. (5.31)

Similarly as (5.29), considering (S5) and (2.8), as k →∞, we obtain

(ν(ckε , θ̃
k
ε + θδ)e(vk

ε )− ν(cε, θ̃ε + θδ)e(vε), e(wi)) → 0. (5.32)

In non linear terms, we have

|(vk
ε · ∇bkε − vε · ∇bε, ξi)| = | − (vk

ε · ∇ξi, bkε ) + (vε · ∇ξi, bε)|

= |((vε − vk
ε ) · ∇ξi, bkε )− (vε · ∇ξi, (bkε − bε))|

≤ ‖vk
ε − vε‖‖∇ξi‖0,3‖bkε ‖0,6 + ‖vε‖0,6‖∇ξi‖0,3‖bkε − bε‖

≤ C(‖vk
ε − vε‖‖∇bkε ‖+ ‖∇vε‖‖bkε − bε‖)‖∇ξi‖0,3

≤ C‖vk
ε − vε‖‖∇bkε ‖+ C‖∇vε‖‖bkε − bε‖,

which together (5.26)-(5.28), implies

(vk
ε · ∇cl(ckε , θ̃k

ε + θδ)− vε · ∇cl(cε, θ̃ε + θδ), ϕi) → 0, (5.33)
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(vk
ε · ∇θ̃k

ε − vε · ∇θ̃ε , ψ
i) → 0, (5.34)

(vk
ε · ∇vk

ε − vε · ∇vε ,wi) → 0. (5.35)

For the external force term, we observe that

Fe(ckε , θ̃
k
ε + θδ)−Fe(cε, θ̃ε + θδ) = ρg[α(θ̃k

ε − θ̃ε)+β(cl(ckε , θ̃
k
ε + θδ)− cl(cε, θ̃ε + θδ))],

so

‖Fe(ckε , θ̃
k
ε + θδ)− Fe(cε, θ̃ε + θδ)‖

≤ C‖g‖∞(‖θ̃k
ε − θ̃ε‖+ ‖cl(ckε , θ̃k

ε + θδ)− cl(cε, θ̃ε + θδ)‖),

then, by the strong convergence in L2(Ω) and the continuity of cl(·, ·), we can
conclude that as k →∞,

(Fe(ckε , θ̃
k
ε + θδ)− Fe(cε, θ̃ε + θδ),wi) → 0. (5.36)

For the internal force term F ε
i (·, ·), we have

F ε
i (ckε , θ̃

k
ε + θδ)vk

ε − F ε
i (cε, θ̃ε + θδ)vε

= (F ε
i (ckε , θ̃

k
ε + θδ)− F ε

i (cε, θ̃ε + θδ))vk
ε + F ε

i (cε, θ̃ε + θδ)(vk
ε − vε).

Then
|(F ε

i (ckε , θ̃
k
ε + θδ)vk

ε − F ε
i (cε, θ̃ε + θδ)vε,wi)|

≤ C‖F ε
i (ckε , θ̃

k
ε + θδ)− F ε

i (cε, θ̃ε + θδ)‖0,∞‖vk
ε ‖

+ C‖F ε
i (cε, θ̃ε + θδ)‖0,∞‖vk

ε − vε‖ .

(5.37)

By the regularity of F ε
i (·, ·), together (5.28) and (5.37) and the continuity of cl(·, ·),

we deduce as k →∞,

(F ε
i (ckε , θ̃

k
ε + θδ)vk

ε − F ε
i (cε, θ̃ε + θδ)vε,wi) → 0. (5.38)

Therefore, from (5.30)-(5.36) and (5.38), we have that (cε, θ̃ε,vε) satisfy (5.1)-(5.4)
and consequently (cε, θε,vε) is a weak solution of (4.2)-(4.12), with θε = θ̃ε+θδ. �

6. Existence of a Weak Solution to the Stationary Problem

In this section, we prove the main result of this paper.

Proof of Theorem 3.3. First we show the existence of a weak solution. From Propo-
sition 4.4, for ε ∈ (0, 1], any regularized weak solution (cε, θε,vε) of the problem
(2.2)-(2.13) is uniformly bounded in H1(Ω)2 × Hv for a constant independent of
ε. Then, since the Sobolev embedding H1(Ω) ↪→ L2(Ω) is compact, we have that
there exists a function (c, θ,v) ∈ H1(Ω)2×Hv(Ω) and a subsequence, still indexed
by ε, such that as ε→ 0

cε → c weakly in H1(Ω) and strongly in L2(Ω), (6.1)

θε → θ weakly in H1(Ω) and strongly in L2(Ω), (6.2)

vε → v weakly in H1(Ω) and strongly in L2(Ω). (6.3)

The proof that (c, θ,v) is a weak solution to the problem (2.2)-(2.13) is similar as
we prove that (cε, θε,vε) is a weak solution to the regularized problem. We must
only take care in the limit process with respect to internal force term. We note that
regions Ωs,Ωm and Ωl are defined by limit functions c and θ, as given in section 2.
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Let w ∈ C∞0 be with compact support K ⊂ Ωml. Then, for an certain δ > 0
and for every x ∈ K,

fs(c(x), θ(x)) < 1− δ, (6.4)

which implies

‖Fi(c, θ)‖0,∞,K < C(δ), (6.5)

Due to the uniform convergence of fs(cε, θε) towards fs(c, θ) on any compact subset
of Ωml, given δ

2 there exists an εδ > 0 such that for all ε ∈ (0, εδ) and ∀x ∈ K,

|fs(cε(x), θε(x))− fs(c(x), θ(x))| <
δ

2
. (6.6)

Thus, from the last inequality and (6.4), we have

fs(cε(x), θε(x)) <
δ

2
+ fs(c(x), θ(x)) <

δ

2
+ (1− δ) < 1− δ

2
∀x ∈ K. (6.7)

Consequently, when ε→ 0,

F ε
i (cε(x), θε(x)) → Fi(c(x), θ(x)) in C0(K). (6.8)

Similarly as in (5.37), using the Hölder inequality and (6.5) we obtain

|(F ε
i (cε, θε)vε − Fi(c, θ)v,w)| ≤ C‖F ε

i (cε, θε)− Fi(c, θ)‖0,∞,K + C(δ)‖vε − v‖0,2,K .
(6.9)

Therefore, using (6.3) and (6.8) in (6.7) we deduce

(F ε
i (cε, θε)vε − Fi(c, θ)v,w) → 0 as ε→ 0, (6.10)

for all w ∈ C∞0 with compact support K ⊂ Ωml. It follows by density arguments
and the definition of Hv(Ωml), that equation (3.9) holds for any w ∈ Hv(Ω) with
suppw ⊂ Ωml.

Now, we must prove that v = 0 ll x ∈ Ωs. We fix a compact set K ⊂ Ωs, and
since the solid domain Ωs is open, there exists εK > 0 such that fs(cε(x), θε(x)) = 1
for x ∈ K, whenever ε ∈ (0, εK). This implies

F ε
i (cε(x), θε(x)) =

C0

ε3
for x ∈ K. (6.11)

Choosing w = vε in (4.15), we have

‖ν1/2(cε, θε)e(vε)‖2 + (F ε
i (cε, θε)vε,vε) = (Fe(cε, θε),vε)

and consequently from (4.26) and Proposition 4.4, we have

(F ε
i (cε, θε)vε,vε) ≤ (Fe(cε, θε),vε) ≤ C(1 + ‖θε‖0,3)|e(vε)|0,Ω ≤ C,

where C does not depends on ε. Therefore, the last inequality and (6.11), implies

C0

ε3
|e(vε)|20,K ≤ C.

So, as ε → 0 the term C0
ε3 → ∞, this compels the term |e(vε)|20,K to converge to

0 and consequently |e(vε)|0,K converge to 0. Then v = 0 on K and the arbitrary
choice of compact set K ⊂ Ωs mean that v = 0 in Ωs. �
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