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HALF-LINEAR DYNAMIC EQUATIONS WITH MIXED
DERIVATIVES

ONDREJ DOSLY, DANIEL MAREK

ABSTRACT. We investigate oscillatory properties of the second order half-linear
dynamic equation on a time scale with mixed derivatives
(r()®@A)Y +e(H)B(@) =0, ()= |zP2z, p> 1.

In particular, we establish the Roundabout theorem which relates oscillatory
properties of this equation to the solvability of the associated Riccati-type dy-
namic equation and to the positivity of the corresponding energy functional.
This result is then used to prove (non)oscillation criteria for the above equa-
tion.

1. INTRODUCTION

In this paper we investigate oscillatory properties of solutions of the half-linear
second order dynamic equation with mixed derivatives

(r(t)@(x™))Y + c(t)®(z) = 0. (1.1)

Recently, several papers dealing with the Sturm-Liouville second order dynamic
equation of the form (which is the special case p =2 in (1.1))

(r@)z™)Y 4+ c(t)z =0 (1.2)

appeared, see [3, 10] and also [5, Chap. IV], where the basic qualitative theory of
(1.2) has been established. It was shown that qualitative properties of solutions of
this equation are very similar to those of the “normal” Sturm-Liouville dynamic
equation
(r(t)z®)® + ¢e(t)x® =0, (1.3)

whose theory is now relatively deeply developed, see [4] and the references given
therein.

Another motivation for our research is a series of papers [1, 12, 13|, where the
half-linear dynamic equation

(r(t)fl)(xA))A +e(t)®(z7) =0, ®(x):=|z[P tsgna, p> 1, (1.4)
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is investigated and the theory unifying the theory of half-linear differential and
difference equations is established.

Recall that a time scale T is any closed subset of the set of real numbers R with
the inherited topology, and that for a function f: T — R (the range R of f can be
replaced by a Banach space) the differential and integral calculus is developed in
such a way that it unifies the usual differential and integral calculus if T = R and
the calculus of finite differences and sums if T = Z. We suppose that the reader is
familiar with the basic facts of the time scales calculus, nevertheless, some elements
of this theory we recall in the next section.

The paper is organized as follows. In the next section we collect a preliminary
material, including the elements of the time scale calculus, which we need in our
treatment, and also basic facts of oscillation theories of (1.2) and (1.4) as estab-
lished in the above mentioned papers. Section 3 is devoted to the half-linear time
scale version of Picone’s identity which relates oscillation properties of (1.1) to
the solvability of the associated Riccati-type equation and to the positivity of the
corresponding energetic p-degree functional. A statement of this kind is usually
referred to as the Roundabout theorem. The last section contains some oscillation
and nonoscillation criteria for (1.1) which are the extension to (1.1) of some criteria
proved in [1] for (1.4).

2. PRELIMINARY RESULTS
Let T be a time scale. The operators p,o : T — T are defined by
o(t)=inf{se€T: s>t} p(t)=sup{seT: s<t},

(with the convention inf@ = sup T, sup® = inf T) and are called the right jump
operator and left jump operator, respectively. The quantities u(t) = o(t) —t,v(t) =
t — p(t) are called the (forward) graininess and backward graininess of T, respec-
tively. A point ¢ € T is said to be right (left) dense if u(t) =0 (v(t) = 0), and it is
said to be right (left) scattered if u(t) >t (p(t) < t), we will use the abbreviation rd,
1d, rs, Is-point respectively. If T has a left-scattered maximum M (right-scattered
minimum m), then we define T* = T \ {M} (T, = T\ {m}), otherwise T* = T
(T, =T). If f: T — R, the A-derivative is defined by

() o 4 et Fzf it p(t) = 0,
=Y Le@)=f®) if p(t) >0,

n(t)
and the V-derivative by

9y o e SEEifu() =0, (2.1)
T e if v(t) > 0. '
We have f2() = f/(t) = f¥(8) #f T = R, and fA(t) = Af(t) = f(t+1) — f(b),
FY) = ft) - fE—1) i T =2
By f? and f” we denote the composition f oo and f o p, respectively. It holds

F7@t) = f(&) +p@®) f2@1), ) = ft) —v(t) Y (@) (2.2)
and the formulas for the V-derivative of a product and a ratio of two function read
v Vo_ £,V
(fo)¥ = fYg* + fg¥ = 1’9" + Vg, (f> = %- (2.3)
g 99
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A function f : T — R is said to be rd-continuous ( ld-continuous) if it is right
continuous (left continuous) at all rd points (Id points) and the left limit (right
limit) at 1d points (rd points) exists (finite). If f is rd-continuous (ld-continuous)
then there exists a A-differentiable function F' (a V-differentiable function G) such
that F2(t) = f(t) (GY(t) = f(t)). Using these functions we define the integrals

/f /f G(b) - G(a).

In some proofs we will also need the nabla version of integration by parts

/ Y (Hg" () () = / £t (2.4)

In the theory of half-linear equations the frequently used tool is the Young in-
equality, see [8].

Lemma 2.1. Ifp > 1 and ¢ > 1 are mutually conjugate numbers, i.e.
then for any u,v € R
luf? [ol?
p
and equality holds if and only if u = |v|?7%v.

> |uvl, (2.5)

The next lemma can be considered as a time scale version of the second mean
value theorem of integral calculus. Its proof can be found in [12].

Lemma 2.2. Let f be a function such that its A-derivative f> is rd-continuous
and f» does not change its sign for t € [a,b]. Then for any rd-continuous function
g there exist c,d € [a,b]" such that

/ P0s0a < @ [ gaes 1) [ PO
and
f” 08> ra) [ gmart o) [ g
a d

Next we recall the relationship between the delta and nabla derivatives. The
proof of this statement can be found in [5, Chap. 4].

Lemma 2.3. If f : T — R is A-differentiable on T* and f* is rd-continuous on
T*, then f is V-differentiable on Ty, and

v Jlime fA2(s) tisld and rs,
= {fA(p(t)) otherwise.

If g : T — R is V-differentiable on T, and gV is ld-continuous on T, then g is
A-differentiable on Ty, and

A )= limg ¢y gV (s) tisls and rd,
I a gV (o(t)) otherwise.

The previous statement, applied to the A-integral and V-integral gives the fol-
lowing result.
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Lemma 2.4. Let f be a ld-continuous function and let

f) = limg .y f(s) ift is ls and rd point,
IRVAG) otherwise.

/abf(t) Vit = /: f(t) At.

Proof. Let F be the V-antiderivative of f, i.e. FV = f. Then by Lemma 2.3 we
have

Then

A = limg sy FV(s) =limg_¢y f(s) tisls and rd,
FY¥(a(t)) = f7(t) otherwise.

Hence, F2(t) = f(t), and thus

b b
[iwai=ror= [ s
O

Finally, we present a formula for the V-derivative of a composite function, the
proof of this statement is the same as for A-derivative and it is based on the
Lagrange Mean Value Theorem.

Lemma 2.5. Let f : R — R be a differentiable function and g : T — R be V-
differentiable. Then we have

[Flg@)]Y = f(€)g" (1),
where £ is between gP(t) and g(t).

Now we recall some results of the above mentioned papers [10] and [1] dealing
with equations (1.2) and (1.4). These results are summarized in statements which
are usually referred to as the Reid roundabout theorem. Recall that by a solution of
(1.2) it is understood a function x which is A-differentiable, ra® is V-differentiable
and (1.2) is satisfied. A solution of (1.4) is defined in a similar way. We use
the standard notation for time scale intervals. An interval [a,b] actually means
{t € T: a<t<b}, open and half-open intervals have the same meaning,.

Proposition 2.6 ([10], [5, Chap. 4]). Suppose that the function c is ld-continuous,
r is continuous and r(t) > 0. Then the following statements are equivalent.
(i) Equation (1.2) is disconjugate on an interval [p(a),o(b)], i.e., the solution
x of (1.2) given by the initial condition z*(a) = 0, (rz®)?(a) = 1 has
no generalized zero in (p(a),o(b)], i.e., it satisfies x*(t)x(t) > 0 for t €
(p(a),o(b)].
(ii) There exists a solution of (1.2) having no generalized zero in [p(a), o (b)].
(iil) The quadratic functional

o(b)
Fly) = / ., PO —ewy] v >0

over nontrivial y : [p(a), o (b)] — R for which yV exists, it is ld-continuous,

and y*(a) = 0=y (b).
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(iv) There exists a solution of the Riccati equation

(2°(1))*

varc(t)JrW: ,

related to (1.2) by the substitution z = %, which is defined on [p(a), o(b)]
and satisfies there rP(t) + v(t)z*(t) > 0.

Note that it is supposed in [3] that both functions ¢,r in (1.2) are continuous.
However, under this assumption the V-derivative (r(t)z®)V is continuous, in par-
ticular, ld-continuous, hence applying the forward jump operator to (1.2), using
Lemma 2.3 we get the equation

(r(t)z™)? + ¢ (t)z” =0

which is just the equation of the form (1.3) and the above formulated Proposition
2.6 can be essentially deduced from a corresponding statement for (1.3), see [4].
Also, a statement analogous to Proposition 2.6 can be formulated without posi-
tivity assumption on the function r, however, as showed e.g. in [7] where (1.3) is
investigated, a “reasonable” oscillation criteria can be derived only under some sign
restrictions on the function r, we refer to [7] for details. Finally note that our pre-
sentation of Proposition 2.6 follows exactly the presentation of [5] and [10]. Later,
in Section 3, we give a similar result for half-linear equation (1.1), but instead of
the interval [p(a),o(b)] considered in Proposition 2.6, we formulate our results for
t € la,b].
Now we turn our attention to the roundabout theorem for (1.4), see [12].

Proposition 2.7. Suppose that the functions r,c are rd-continuous and r(t) # 0.
Then the following statements are equivalent.

(i) Equation (1.4) is disconjugate on a time scale interval [a,b], i.e., the so-
lution x given by the initial condition x(a) = 0, r(a)®(z>(a)) = 1 has no
generalized zero in (a,b], i.e., r(t)®(x(t))®(z(¢t)) > 0 fort € (a,b).

(ii) There exists a solution of (1.4) having no generalized zero in [a,b].

(iii) The functional

b
Fly) = / ()27 — e()]y” P)AL > 0

for every nontrivial y whose A-derivative is piecewise rd-continuous and at
endpoins y(a) =0 = y(b).
(iv) There exists a solution of the Riccati-type equation (related to (1.4) by the
substitution w = r®(z /z))
{(p = 1)ri=a(t)|w|? if o(t) =1,
r(t) .
~ty (1~ sw=remromean) o) >

which is defined for t € [a,b] and satisfies ®~1(r(t)) + p(t)®~L(w(t))) > 0
in this interval.

w? + c(t) =

3. PICONE’S IDENTITY AND ROUNDABOUT THEOREM

Before passing to the main subject of this section which are basic necessary
statements for the elaboration of the oscillation theory of (1.1), let us note that
we are not concerned with the existence and uniqueness problem for (1.1) in this
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paper. This result can be proved using the time scales induction essentially in the
same way as in [3, Theorem 3.1] and [12, Section 3].
Throughout the paper we suppose that

(H) r(t) is continuous, ¢(t) is 1d-continuous, and r(¢) # 0

in a time scale interval under consideration. Under this asumption, System (1.1)
can be written as a 2 x 2 system

27 =0 W (1), u¥ = —e(DB(af + () (W /(1))

and the existence and uniqueness problem for (1.1) is investigated via this first order
system. We have the same statement as [3, Theorem 3.1], namely that a solution
of (1.1) is uniquely determined by the initial condition z(ty) = zo, =V (tg) = =1,
to € T, zg, 21 € R, it exists on any interval where the hypotheses (H) are satisfied
and depends continuously on the initial condition. We conjucture, that the results
of our paper hold under the weaker assumption that r is only ld-continuous, but
under this weaker assumption we have some difficulties with the existence problem
for (1.1).
We start with the Riccati substitution for (1.1).

Lemma 3.1. Suppose that  is a solution of (1.1) such that x(t) # 0 in a time scale
interval I = [a,b]. Then w = r®(z®/x) is a solution of the Riccati-type equation

wY +c(t) = {_(fjp_ D=t o Z:ft = p(t), 51)
v \L T <I><<I>*1<rp<t>>+u<t><1>fl<wv>>) i plt) <t.
Moreover, if
rP(t)a(t))a’(t) >0 for t € [a, b, (3.2)
holds, then
(P (1) + v(t)@ (wh(t) > 0 (3.3)
fort € [a,b],.

Proof. Let w = r@(%). Then using (2.2), (2.3) and Lemma 2.3 we have (suppress-
ing the argument t)

v _ (r®(z?))Vo(z) — r®(z2)PY (x)
( P

v 3(27)®(2)
_ (@)Y (2(a”) + @Y (2)) — rP(x2) PV (x)
®(2r)®(2)
— ey [w(re(z?))Y —rd(z2)]oVY (z)
(zr)®()
L eE)PeY@)  wreY()
®(2r)®(2) ®(x)

Now we have to distinguish two cases:
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(i) Suppose that t is left dense. Then the nabla derivative reduces to the “normal
derivative” (®V(z) = ®'(x)) and the p-operator has no effect, so that

W = e ¥@ =Dl @)
R a(2) R 0
=m0 e = e b DG

which is equation (3.1).
(ii) Suppose that t is left scattered. Then because of (2.2)

‘I;Z%) - ¢(xi¢><j><xp> -, <1 - q;%)) -, (1 -? (+<A>)>

1 1 1 P
v (1 B <I>(1+V(””f)”)> 7 (1 T B@ () + ucb—l(wp))>

which implies the second case of relation (3.1). The last fact we need to prove is
the inequality ®~1(r?) + v®~1(w?) > 0 for t € [a,b],. But

it AP
O Hr?) +vd H(wP) = &7 (rP) + Ufb_l(?“f’)—p =o' (r?) (1 trv—- >
x x

A v
— o1y LIV 1y VT 1oy
xP xP xP
and the last expression is positive if and only if (3.2) holds. O

In the next statement and also later we will denote by C}, the class of functions
y: [a,b] C T — R such that yV exists and it is 1d-continuous.

Theorem 3.2 (Picone’s Identity). Assume that w is a solution of the Riccati equa-
tion (3.1) on [a,b]. Lety € Clla,b]. Then fort € [a,b] (suppressing the argument)

(wlyl")Y = r°ly¥ " = clyl” = Gy, w), (3-4)

holds, where

Clyow) {qﬁ&m (2O wp(y)ot(r)yY + RO () =
y,w) = .
[rey Y|P — V(I)(q)fl(,,’.,:f))pllfiq)—l(wp)) ly? +vyV [P+ L lyPlP if p(t) < t.

(3.5)
Proof. First suppose that t is left dense, i.e. p(t) =t. Then
»\V v p »\V |w|q P \v4
(wly")¥ = w¥ gl + wlly)Y = (== (0= g0yl + Py
Vip 1 q|qy|P
VP p_ Tyl v 1wyl
=rly" [P —cly’ —p —we(y)y’ + —
17 = el = p{ L~ wa)y” + -
[w®(y)|?

-1 r Vip
=rlyV [P —cly” - @‘Z;(r) { @ (p)y " wd(y)d L (r)yY + }.

q



8 0. DOSLY, D. MAREK EJDE-2005/90

For 1s-point ¢ we have (using (2.2) and (3.1))
(wlyl")Y

= wTlyp + (i) = [— o= (1 - gt ) ol

L [yl — ly*|P

wPrP

O(D—1(rP) + v®—1(wr))

wp
=YV = elyl” + — P = — P = rPlyY P

wPrP
v®(P—1(re) + vd—1(wr))
i.e., (3.5) holds since y = y* + vyV. O

U}p
=rPlyV P —cly? — {rlyV P - [yl + — "7}

Theorem 3.3. Let the assumptions of the previous theorem be satisfied and, in
addition, suppose that y € Clla,b] satisfies {rPyy?}(t) > 0 for t € T.. Then
G(y,w)(t) > 0 for t € [a,b],, where the equality holds if and only if w®(y) =
r®(y2).

Proof. Again first suppose that ¢ is left dense. This implies 0 < {rPyy?}(t) =
{ry?}(t), so that 7(t) > 0 and ®~1(r(t)) > 0. We have

(I)fl r Vip w® q
This case is very easy to prove, because the expression in brackets is nonnegative
according to Young’s inequality (Lemma 2.1 with u = ®71(r)yV, v = wd(y)).
Equality occurs if and only if v = ®(u), i.e., if and only if w®(y) = r®(y*). And
this equality holds iff w is related to y by the Riccati substitution.
Now suppose that t is ls-point. If we set o = vyV,3 = y”, we can write the
function G in variables a, § as

Gla, B) = l{lmp _ wPrP lac+ BIP + w?| Bl )}
’ v Lyp—l O(D—1(rr) + vd—1(wr))
Note that the case & = —f cannot happen, otherwise the assumption r°yy? > 0
would be violated. Our aim is to prove that
rpyl—p|a|p + wp|g|p wWPTrP (3 6)
la+ BJP T (N (r) + v (wr)) '

Left-hand side of the last inequality is homogeneous in variables «, 3, i.e., it does
not change by the transformation « — ka, 3 — kB for any k € R\ {0}. For this
reason, we can assume that o+ (3 = %1, for example o+ 8 = 1. We will show that
the minimum of the function G(a, 8) := V:il |a|P + wP|B|P, provided a + 8 =1, is
equal to the right-hand side of the inequality (3.6).

First we will express G as a function of one variable only using the condition

a+ 0 =1. So we have

- P
G(a) = o lafP + wf|1 — «afP.

The derivative of this function is

&' (@) = p{ 7": ®(a) — wd(1 —a)}

P
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with the only stationary point
v®~—1(wr)
O=1(rr) + vd—H(wr)’

The second derivative is given by

ot =

- 2
G//(a) = p(p — 1) {y;—l |a|p*2 =+ wP|1 — a|p2} (37)
and at the stationary point o satisfies
é//(a*)
1 r? 1/ pyip—2 Pl@H—1 (P [P—2
:p(p_ 1)‘(I>_1(Tp) —|—V(I>_1(u}p)|p_2{yp_l|y(1) (w )| +tw |@ (T )‘ }
1
— _ Pla,P|2—4a PlP|2—q
(P 1)1/|<I>*1(rﬂ)+u<1>*1(wp)|10*2 {r [w”] +vw’lr] }
_ |prp|2_q —1/..p -1 p
=p(p 1)V|<I>—1(rﬂ) T2 {71 (r") + v~ (w”)}

so that the sign of G (a*) depends only on the last bracket. But its positiveness
is equivalent to our assumption according to Lemma 3.1. This implies that a* is a
local minimum point of the function G and one can directly verify that the value
G(a*) is just the expression on the right side of inequality (3.6). Finally, using the
fact that ®~1(r?) + v®~1(w”) > 0 and (3.7), by a similar computation as above
one can verify that G”(a) > 0, i.e. G is convex and hence a* is also the global
minimum of G. O

Oscillatory properties of (1.1) are defined via the concept of a generalized zero
of a solution of this equation. We say that a solution = of equation (1.1) has a
generalized zero at t if x(t) = 0 or, if ¢ is ls-point, if (rPzz?)(t) < 0. We say
that equation (1.1) is disconjugate on an interval [a,b] if the nontrivial solution y
satisfying y(a) = 0 has no generalized zero in (a, b] and any other nontrivial solution
of (1.1) has at most one generalized zeros in [a, b].

Now, let us define A to be the set of functions

A= {y € Cjy([a,b],R) : y(a) = y(b) = O}.
Define the p-degree functional F on A by

b
Flysa,b) = / (PP - clylP} . (3.8)

We say F is positive definite (and write F > 0) on A provided F(y) > 0 for all
y € A and F(y) =0 if and only if y = 0.

The next theorem establishes basic methods of the oscillation theory of (1.1)
and relates disconjugacy of this equation to the solvability of the Riccati equation
(3.1) and positivity of the energy functional (3.8).

Theorem 3.4 (Roundabout Theorem). The following statements are equivalent:
(i) Equation (1.1) is disconjugate on [a,b].
(ii) Fquation (1.1) has a positive solution on [a,b].
(iii) The Riccati equation (3.1) has a solution w satisfying for all t € [a,b],; the
inequality {®~1(r?) + v®~1(w?)}(t) > 0.
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(iv) the p-degree functional F is positive definite on A.

Proof. We show the following four implications:
(i)=(ii): Let ¥ be the solution of (1.1) satisfying the initial conditions y(a) =
0,7V (a) = 1. From (i) we get that (r°55”)(t) > 0 for t € (a,b]. Consider a solution

Ye given by the initial conditions (with € > 0)
~ erf(a) —1
vl =2 y2%(a) =3¥ (@) = o) (D=L

re(a)

V(a)) +1,

where v =0 if v =0 and v = % if v > 0. Then y. — y for ¢ — 0. Hence, if we
choose € > 0 sufficiently small, then y = y. fulfills (r?yy”)(t) > 0 for ¢t € (a,b].
Moreover, for ls-point a we get (r°yy”)(a) = e(r”(a))? > 0 because

Vi) = (YY) = €7@ — 1
v (a) ( v )() v(a)re(a)

by (2.1). In the case when a is ld-point we have
(r’yy*)(a) = (ry*)(a) = r(a)e?,

which is positive if and only if r(a) > 0. Suppose conversely that r(a) < 0. Consider
a solution 7 that satisfies the initial conditions 7(d) = 0,7°(d) = 1, where d € (a, b].
The disconjugacy of the equation (1.1) implies (r*5y”)(a) > 0. Since a is left dense,
we get (a) > 0 which is contradiction. Altogether, y is the solution of (1.1) with
(reyyP)(t) > 0 for ¢ € [a, b], so that (ii) holds.

(ii)=-(iii): This implication is the Riccati substitution already proved in Lemma
3.1.

(iii)=-(iv): Suppose that w is a solution of Riccati equation (3.1) satisfying the
inequality {®~1(r?) + v® H(w?)}(t) > 0 for t € [a,b].. Let y € A, ie. y(a) =
y(b) = 0. From the Picone identity we have

(@YY P = e@)lyl” = (w®)lyl")Y + Gy, w)

and by integrating from a to b we obtain
b
Fab) = [ O - ol e

b b
= [w(®)lyP)L + / Gy )Vt = / Gl w)V.

Hence F(y;a,b) > 0 because of Theorem 3.3 and, moreover, the case F(y;a,b) =
0 can occur if and only if w®(y) = r®(y?), ie. y» = & Y(w/r)y. But since
y(a) = 0, the initial value problem admits only the trivial solution. Consequently,
F(y;a,b) > 0 for all nontrivial y € A.

(iv)=-(i): Suppose, by contradiction, that F(y;a,b) > 0 and (1.1) is not discon-
jugate on [a,b]. Then either the nontrivial solution ¢ of (1.1) given by the initial
condition y(a) = 0 has a generalized zero in (a, b] or there is a nontrivial solution y
of (1.1) such that y has at least two generalized zeros in (a,b]. Consider the latter
possibility, the former one can be treated in a similar way. Let «, 8 € (a,b], where
a < p(B), be two smallest generalized zeros of y in (a,b]. There are four possibili-
ties according to whether a, 8 are 1d- or Is-points. We consider here the case when
B 1d-point (i.e., p(8) = B) and we construct a nontrivial piecewise C}; continuous
function y with y(a) = 0 = y(b), such that F(y;a,b) < 0. If the remaining two
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possibilities happen (p(8) < ), we proceed in a similar way as in the remaining
part of the proof.
First suppose that « is Is-point and define

0 for ¢t € [a, @)
u(t) =< y(t) fort e [a,m]
0 for ¢t € (8, 0]

which implies v € A and u(t) # 0 for t € («, ).
Using integration by parts, the definition of u, the fact that fpt(t) f(s)Vs =

FO)(t), and that (r(yA))(@) = (rB(H)?(a) + (@) (rB(y)) (@), we have
F(u;a,b)

b
— [ PORTP - colap] ve
@ B
— [ [rwTe - o]Vt [ TP - o] vt

(@) o
\Y% Ay |B g AV
= {(rp|u [P — c|u|p)1/}(a) +urd®(u )|a - / U [(r(t)fb(u Ny + c(t)@(u)] \V47

— {Vrp|uv|p} (a) —u {cq)(u)y + (r@(uA))p + V(r‘ID(uA))V} (@)
= r7(a) |1 ) — gl ()07 (@)
_ y(a)r’(a)

S0 [200) — 2w (@)
Hence, it suffices to show that
{yr"@(y) —yr*@(vyY) () <0. (3.9)
This inequality is equivalent to the inequality

{7 (yr")(y —vyY)} (o) = {27 (yr’@(y”) } (@) <0,

but this inequality is just definition of the generalized zero at o what is our as-
sumption, so (3.9) holds and hence F(u;a,b) < 0, a contradiction.

Now suppose that « is an 1d-point, i.e. p(a) = a. Since r(t) # 0, the inequality
{r*yPy}(a) < 0 means that either y(a) = 0 or r(a) < 0. If y(a) = 0, the same
function w as in the previous part of the proof gives F(u;a,b) = 0, a contradiction,
so we suppose that y(a) # 0 and 7”(«) < 0. In this case we proceed in the same
way as in the continuous case (see, e.g. [14]). Let t,, — a—, as m — oo, be the
left-sequence for a and put

_t—tm
Um(t) - {(a_tm)l/p for t < [tm’ Oé] N Tv

0 otherwise.
Now, by the same computation as in [12, 13] yields
F(um;a,b) = rP(a) <0 asm — oo,

a contradiction. O
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Remark 3.5. (i) The previous theorem implies that the Sturm Comparison theo-
rem extends verbatim to (1.1). In particular, let the equation

(R)®(x2))Y + C(t)®(z) =0 (3.10)
be a Sturmian majorant of (1.1) on [a,b], i.e.,
0< R(t) <r(t), C(t)>c(t), tela,bl.

If (1.1) is not disconjugate on [a,b], i.e., there exists a nontrivial function y € A
such that

b
Frelyia,b) = / [ () | — e(t)|yl?] V¢ <0,

then also
b

Fre(y;a,b) = / [RP@)[yY P — C()|ylP] VE <0,

a
and hence (3.10) is not disconjugate as well. Conversely, if (3.10) is disconjugate
on [a,b], i.e. Fre(y;a,b) >0 for every 0 £ y € A, then F,..(y;a,b) > 0 and (1.1) is
also disconjugate on [a, b].
(ii) Theorem 3.4 also shows that (1.1) does not admit coexistence of a solution
without generalized zero in [a, b] and a solution having two or more generalized zeros
in this interval. Indeed, the existence of a solution of (1.1) without a generalized
zero in [a, b] implies F,..(y; a,b) > 0 for 0 £ y € A, while the existence of a solution
with two or more generalized zeros enables to construct a function 0 # § € A for
which Fre(9;a,b) <O0.
(iii) The previous remark also justifies the classification of (1.1) on time scales
unbounded above as oscillatory and non-oscillatory in the same way as the classical
linear Sturm-Liouville differential equations.

4. OSCILLATION AND NONOSCILLATION CRITERIA

Throughout this section we suppose that a time scale under consideration is
unbounded above; i.e., there exists a sequence t,, € T such that ¢, — oo.

Equation (1.1) is said to be nonoscillatory if there exists « € T such that (1.1)
is disconjugate on [a, 8] for every 8 > a. In the opposite case, (1.1) is said to be
oscillatory.

As a direct consequence of the equivalence (i) and (iv) in the Roundabout The-
orem, we have the following statement.

Lemma 4.1. Equation (1.1) is nonoscillatory if and only if there exists a € T such
that

Flyaoe) = [ TP elylP} OV > 0

a
for every nontrivial y : [a,00) — R with yV piecewise ld-continuous, satisfying
y(a) =0, and for which there exists d > a with y(t) =0 fort > d.

Theorem 4.2 (Leighton-Wintner criterion). Suppose that r(t) > 0 for large t

/Oo(rp(t))l_th =00 and /00 c(t)Vt = oo. (4.1)

Then equation (1.1) is oscillatory.
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Proof. Let a € T be arbitrary and ¢y, to,t3,t4 € [a,00) be such that a < t; < 3 <
t3 < t4. Define function y by

where f, g are given by the formulas
a0 () 7V SR 0() 1.
S (o (s))1=0Vs’
i.e., they satisfy the boundary conditions f(t1) = 0, f(t2
This yields y(t1) = y(ts) = 0,y(t) > 0 for ¢t € (t1,ta
continuous. It holds
P(E))1—a
fv(t) = — (T ( )) 7
*(re(s))1—9Vs

t1

ft)

= 1ag(t3) = 1vg(t4) =0.
and yV is piecewise 1d-

~— —

SN G0
g () ftt:(rp(s))l_qu

and consequently, using integration by parts,

| et wrve= [ ronT o

ty

= [ rwsut ot o [ et e ove

t1 t3

= [ O2(FY () F )] —/2(7“”(t)<1>(fv(t)))vfpw

ty

()2 (7 (6)g (D)l / ()37 (1)) gVt

ts

= 17(t2)®(fY (t2)) f (t2) — 17 (t3) P (g (t3))g(t3)

- (/tt (r")l‘q(t)Vt>1_p 4 (/tt (r”)l_q(t)Vt>1_p.

Now we compute the second term in F(y; a,00) by Lemma 2.4 (with ¢, g defined
in the same way as f in Lemma 2.4. We obtain

[ et vi= [ angac= [ ewgown) s

ts ts t3
since the function ¢ is continuous. Using the second mean value theorem of integral
calculus (Lemma 2.2) there exists sy > t3 such that

/: e(t)gP(o(t)) At = /52 é(t) At < /82 c(t) V.

ts t3

By the same argument, there exists s; € (¢1,2) such that

/ " ) Vi < / " ) Vi,

t1 S1
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Summarizing the previous computations, we get

Flyra,00) < (/t (r”)l_q(t)Vt)l_p+ (/M(rp)l-qa)w)l_p—/sz (1) V.

1 ts S1

ta

Now, if t1,to are fixed, for sufficiently large t3,t4 the assumptions (4.1) of this
theorem imply that F(y;a,c0) < 0. O

When the assumption of the previous theorem concerning the divergence of the
integral [ c(t)Vt is violated, the next criterion applies.

Theorem 4.3. Suppose that r(t) > 0 for large t,

[ orwyve= o,

and

lim inf (/at(rp)lq(s)Vs)p_l (/too C(S)VS) > 1. (4.2)

t—oo

Then equation (1.1) is oscillatory.

Proof. Define the function y in the same way as in the previous proof. Then
F(y;a,00) satisfies

F(y;a,00) < (/ttz (rP ()t Vt)l_p + (/t (rP(t))1 4 Vt)l_p - /82 c(t) Vit

1 3 S1

= (/f (re(t)' 1 Vt)l_p

1

“wan-ave) [ INGOROLA
x [1_ (/t (r° (1)) w) / c(t)Vt + (WW) }

ta

It is not so difficult to show that if (4.2) holds, then the expression in brackets is
negative for sufficiently large to < t3 < t4. This proof is exactly the same as for
differential equation, i.e. T = R, see [6]. O

In the proof of the next nonoscillation criterion for (1.1) we will need the following
refinement of the Riccati equivalence of (i) and (iii) in Theorem 3.4. We will denote
by R[w] the so-called Riccati operator (compare (3.1)), i.e.,

w¥ + () (p — 1)rt=9(8) w]e if ¢ = p(t),
Rlwl=1 v & e(t) — 21— ) ) if p(t) <t
v\ T @ IO OF (wh) p '
and by L(z) the left-hand side of (1.1), i.e.,
L(z) = (r(t)2(@®))Y + c(t)P(x).

(4.3)

The proof of the next lemma follows the same idea as in the continuous case, but
for the reader’s convenience we present here the main ideas of this proof.

Lemma 4.4. Equation (1.1) is nonoscillatory if and only if there exists a V-
differentiable function w satisfying (3.3) such that Rlw] < 0 for large t.
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Proof. The implication “=-" is trivial since it is only a restatement of the Riccati
equivalence (i) <= (iii) for large ¢. To prove the opposite implication, suppose
that there exists a function w satisfying assumptions of the lemma on an interval
[T,00). To prove that (1.1) is nonoscillatory, we will construct a nonoscillatory
majorant of this equation in such a way that w is a solution of the Riccati equation
associated to this majorant equation.

Let y be the solution of the initial value problem

yS =TI e w(t)y, y(T) =1,

where T is sufficiently large. Using the computation at the beginning of Lemma

3.1 we have
el (y2) ()Y

O(yr) @ (y)
Then we have, again following the computation in the proof of Lemma 3.1, in
particular, splitting the cases p(t) < t and p(t) =t,

Rlw] = wY + ¢(t) +

rPer (y) (2 (y))Y
02y Riu] =y [w7 +e(t) + 5 eS| = 0L,
Now, let &(t) := c(t)— y(t;fi([ty)](t) Then ¢&(t) > ¢(t) and y is a solution of the equation
(which is a Sturmian majorant of (1.1))
(r®)2y™)Y +et)@(y) =0 (4.4)
for which r?(t)y?(t)y(t) > 0 for large t, i.e., (4.4) is nonoscillatory and hence (1.1)
is nonoscillatory as well. O

Now we apply Lemma 4.4 to prove the Hille-Nehari-type nonoscillation criterion
for (1.1). The idea of the proof is the same as in the continuous case T = R, but the
particularities of time scale calculus require some additional assumptions (which are
automatically satisfied for T = R) and also some technical modifications, compare
the proof of [6, Theorem 2.1].

Theorem 4. 5 Suppose that r(t) > 0 for large t, [ (t)' "IVt = oo, the
integral f t) Vt is convergent,
t)|rP(t
i _YOE@OT =0, (4.5)

g [rﬂ<s>]1 "Vs
lim inf (/t:(t) (r/’(S))l_qu)p_l(/:o c(s) Vs) > -l (E)p_l (4.6)

t—oo () p p
lim sup (/p(t)(rp(s))l—qu)pl</oo c(s) Vs) < E(E)P—l (4.7)
t—oo i () PP ’ '

then (1.1) is nonoscillatory.

Proof. By the previous lemma, we will construct a function w such that R[w](¢) <0
for large t. To this end, we denote (for the notational convenience)

rFi=rf, w=uw’,

we also denote
o0

A(t) = (/tt (s )Vs)pil(/t c(s) Vs).

0
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Let

w(t) = (p;l)p‘l(/ 14 (s )Vs)17p+/ooc(s)Vs.

p to t
Using Lemma 2.5 (a V-chain rule for differentiation) we have

K/tt Fl_q(t)Vt)l_p}v _ (1 —p)fl_q(t)e_p(t),

0

/p(t) M) VE < (L) < /t 9Vt

to to

where

Also, using the Lagrange mean value we have
1 r _ @@ (2(F) +re (W) — @(7H(F)
?< D (PL(F) + v® ~))) T O (D-L(F) + v®—L(w))
[n|P 2|
=(p—-1
=D F @ v @)

where 7 is between ®~1(7) and ®~!(7) + v®~ (). By adding (p L) to the pair
of inequalities

2p-1,p-1y 1,p—1p1
Leari) < (2= ,
p ( p ) Q p( p )
we obtain
—1.p p— 1>p p—1.p
- < AP(t — <(—)".
( p ) ®)+ ( p ( p )
More precisely, (4.6) implies the existence of € > 0 such that
-1 -1
A% (1) + (pT)pm +e) < (pT)p

for large t. Now we will estimate the quantity

]9 = (/tp(t) #l=a(s) VS) lar) + (pp%l)f’\q.

(I) First consider the case that t is ld-point, i.e. p(t) < t. Using the previous
computations, we obtain

Rlw] =w +e+ 5 (1 T B @ 1) + o ~>>>

~p-1)(— ; IR et (p

[P —2 @]
Va1 1 e (@)

(p— 1)it e { - (p;l)p(/tt 174 (s) Vs) -

g ol @) (5 + e )|
+ (/t 7 (S)Vs) R e =y ‘ }
— (p— 1)t —1.p ) —1,
_ (f:p?ﬂ . )vs)p[_<2’p ) +B(t)’A (t>+(pT)

IN

]
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where

— 1

( Jiu T8 Vs § 271
ftf;(t) il-a(s)vs/ ®(BTHT) +vdH(w))

as t — 0o, in particular, for any € > 0, B(t) < (1 + ¢) for large t. Indeed, consider
the case p > 2, the case p € (1,2) can be treated analogously. Using the fact that

B(t) :=

O(r) —v[®(w)] <n < O(F) +v[B(w)],

and that

=ty ] 20 s-a(s) w4 [ () V8|
=u(t) [ fq_l](t) p(®) ’
v(t)it—9( - ZONES p—1, [o° a1
_ fp( (til . Vs‘ p 1) + (/to 77 (s) Vs) (/p(t) c(s) Vs)‘ — 0.

as t — oo, since the second term in the last expression is bounded (see (4.6)) and
the first one goes to zero by (4.5). Hence

o P8 Vs 4P 0 | 9 (7) + vat @)t

B(t)] < [P Fa(s) s D (DL(F) + v~ (w))
_ V() (t) prq 1+(p—2)(¢—1) |1—|-1/(I) Y/ }p 2
J70 F1-a(s) Vs P (1+ v @1 (/7))
= + V(t)fliq(t) ! — 1, ast— oo.

ft’:(t) fl-a(s)vs | 1+ @ (w/7) 7

Summarizing all estimates, if ¢g is so large that all statements claimed to hold
for large t hold for t > ¢y, we have

w5 e o o] <o

for large t.
(IT) Case p(t) = t. This case is now easy to treat, since then @ = w,

—(1-p) (p;l) ( / P95 ) ) — elt)

and an easy modification of the previous computation shows that
Rlw] = wY 4 ¢(t) + (p— Dri=9(t)|w|? <0

for large t. |
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