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LIOUVILLE TYPE THEOREMS FOR ELLIPTIC EQUATIONS
INVOLVING GRUSHIN OPERATOR AND ADVECTION

ANH TUAN DUONG, NHU THANG NGUYEN

ABSTRACT. In this article, we study the equation
—Gau+Vaow-Vau = ||x[|*|ulP"tu, x=(z,y)c RN =RN x RV2,

where Go (resp., V) is Grushin operator (resp. Grushin gradient), p > 1
and s > 0. The scalar function w satisfies a decay condition, and ||x|| is the
norm corresponding to the Grushin distance. Based on the approach by Farina
[8], we establish a Liouville type theorem for the class of stable sign-changing
weak solutions. In particular, we show that the nonexistence result for stable
positive classical solutions in [4] is still valid for the above equation.

1. INTRODUCTION

In this article, we examine the nonexistence of stable sign-changing weak solu-
tions of

~ Gau+Veow-Vau = ||x|*lufftu, x=(z,y) € RN =RM xRNz (1.1)

where the constants p, a, s satisfy p > 1,a > 0 and s > 0. The Grushin operator
G, (resp. the Grushin gradient V) is defined by

Gou = Ayu+ |z**Ayu  (resp. Vgu = (Vuu, |[z|*V,u)).
The advection term w is smooth and satisfies

|Vow(x) for some 6 > 0.

< -
<
Here

1
Il = (Jol2 40+ [y[2) 77

corresponds to the Grushin distance.

Let us begin by noting that Gy is just the Laplace operator. So far, there have
been many works dealing with the stable solutions of with « = 0 and w = 0
(see [8, 5l T4] and the references therein). The pioneering work in this direction is
due to Farina [§] where the classification of stable classical solutions was completely
established in nonweighted case, i.e., s = 0. One of the main results in [§] is the
following.
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Theorem 1.1 ([§]). Leta =s=0andw =0. Letu € C?(RY) be a stable classical
solution of (L.1)) with
1<p<+4oo if N<10

(N —2)2 —4N +8y/N — 1
(N —2)(N —10)

1<p<p(N)= if N > 11.

Then u=0.

After that, Theorem [1.1| was generalized to the weighted case in [5], 14]. In [5],
the authors proved the nonexistence of nontrivial stable weak solutions under the
restriction that the solutions are locally bounded. This restriction was removed in
[14).

Theorem 1.2 ([I4]). Let o = 0 and w = 0. Suppose that s > —2. Let u be a stable
weak solution of (1.1) with 1 < p < p(N,s), where

oo if N <10+ 4s
PN, 8) = § (N—2)2—2(s42) (s N) 42/ (5127 (72N =2) .
if N > 10 + 4s.

(N—-2)(N—-10—4s)

Then u=0.

It was also shown in [I4] that there exists a family of stable solutions of
with & = 0 and w = 0 if p > p(N, s). From Theorem one can see the explicit
effect of the weight on the critical exponent.

We now turn to the case where a > 0, s = 0 and w = 0. Let us first recall some
facts about the problem involving the Grushin operator. It is well-known that the
operator G, belongs to the wide class of subelliptic operators studied by Franchi et
al. in [T0] (see also [T}, 2]). The Liouville type theorem has been recently proved by
Monticelli [I2] for nonnegative classical solutions, and by Yu [15] for nonnegative
weak solutions of the problem

—Gou=uP inRY.

No+
No—

The optimal condition on the range of the exponent is p < g, where

Na = N1 + (1 + O()NQ

is called the homogeneous dimension. The main tool in [I2} 5] is the Kelvin
transform combined with the moving planes technique. Before that, Dolcetta and
Cutrl [3] established the Liouville type theorem for nonnegative super-solutions
under the condition p < NI(Y > (see also [6]).

In addition, we should mention that problem with o = 0 and w # 0
satisfying some additional conditions was studied in [4]. By using Farina’s approach,
the authors obtained the Liouville property for stable positive classical solutions.

We summarize here some results in [4].

Theorem 1.3 ([4, Corollary 2 and Theorem 1.3]). Let o = 0.
(i) Suppose that w is bounded together with its gradient. If s =0 and

N <1+ —=(p+Vplp—1)

then there is no stable positive classical sub-solution of (1.1)).
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(ii) Let w = —log(|z| + |y| +1)? and
Nig_2< 2(2+8)(1;+_\1/p(p1)).

Then there is no stable positive classical sub-solution of (1.1]).

Naturally, a question raised from Theorem [I.3]is about the Liouville property for
a more general class, for example, the class of stable sign-changing weak solutions.
As far as we know, the Liouville type theorem for the problem with o # 0 and
w # 0 has not been studied in the literature. The purpose of this paper is then to
establish the Liouville property for the class of stable sign-changing weak solutions
of . In particular, we show that Theorem remains valid for this class of
solutions and recover Theorems [[.1] and [I.2] in the case s > 0.

Before stating our main result, we need to make precise several terminologies.
Denote by HL*(RY) the space of u € L*(RY) satisfying Vgu € L*(RY) endowed
with the norm

1/2
lull = (lals gy + IV Gulaen))

It is easy to see that when a = 0, H»*(RY) is the usual Sobolev space H!(RY).
Denote also by Hllof (RN) the space of all functions u such that uyp € HL*(RY)
for all ¢ € CL(RY). Here and in what follows, C*(RY) is the set of C* - functions
with compact support in RY.

Definition 1.4. We say that u is a weak solution of the equation (L.1)) if v €
HY*(RN)N LP (RY) and

loc loc
/ (Vou Ve +Vew-Veup —||x||*|ulP~tuy) = 0, for all ¢ € CHRYN). (1.2)
RN

Next we recall the stability of solutions. Note that the energy functional corre-
sponding to (|1.1)) is given by
1

1
Eu) == Veoulle ™™ — —— x||*juP e,
=3 [ Vaule=—= [ Il
Roughly speaking, a solution w is stable if the second variation at u of the energy
functional is nonnegative (see [7]). Therefore, we say that a weak solution u of the

equation (1.1]) is stable if
[ (VU ~plxlluP 02 20, forall v € CHRY). (1)
RN

Now we present the main results in this paper. Throughout this paper, we always
assume that p > 1,5 > 0.

Theorem 1.5. Suppose that there is a nonnegative constant 6 such that

C
Vow| < ————.
Voul S e
Assume in addition that for v € (1,2p+ 2y/p(p — 1) — 1) we have
lim R Teay / e~ =0. (1.4)
R—+o0 R<||x||<2R

Then any stable weak solution u to (L.1)) must be the trivial one.
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It is easy to see that, when w is bounded from below, one has

/ e < ORNe.
R<||x||<2R

Thus, the following is a direct consequence of Theorem

Corollary 1.6. Suppose that there is a nonnegative constant 6 such that

C

\V4 < —\

Verl S e

Assume in addition that w is bounded from below and

2 \/ —1))(1 in(d, 1
N, — 1 min(6,1) — 22+ VPP = D) 1+ min.V+s) o 15

p—

Then any stable weak solution u to (1.1) must be the trivial solution.

Furthermore, we choose w = — log(||x|| 4+ 1)? for some 3 € R, then w is bounded
from below if 8 < 0 and is unbounded from below if 8 > 0. Note that, in this case
C
< —.
Veul S e

Thus, Theorem [I.5 implies the following.
Corollary 1.7. If u is a stable weak solution of (T.1)) with w = —log(||x| + 1)?

and
NotB_2< 2(2+s)(p Jr_\l/p(p— 1))7 (1.6)

then u is the trivial solution.

Remark 1.8. (i) By using the same argument as below, one can show that our
main result is still valid for the class of stable positive weak sub-solutions to (|1.1]).
Moreover, our arguments can be applied to study the equation where the
non-linear term |u|P~'u is replaced by e®.

(ii) Theorem is sharp in the sense that when o = 0,w = 0 and (1.4)) is not
satisfied, one can construct a sequence of stable weak solutions of ee e.g.,
[14]. On the other hand, one can see from our main result the explicit effects of «
and the advection term on the range of the exponent.

(ii) The first assertion in Theorem follows from Corollary by choosing
a =0 and @ = 0. The second one is a consequence of Corollary Theorems
and in the case s > 0 are also consequences of Corollary by choosing a =0
and w = 0.

Although this work is motivated by the idea by Farina [8], it should be mentioned
that the use of this technique in our case was by no means straightforward and
required many nontrivial additional ideas.

e The first difficulty in the study of problem is that the principal linear
term, the Grushin operator, has nonconstant coefficients. This requires to design
appropriate scaled test functions in the integral estimate.

e Secondly, the fact that weak solutions are not locally bounded also leads to
another difficulty. We need to construct a sequence of suitable cut-off functions
and the estimates become very delicate.

o It seems that the presence of the advection term w(x) makes the problem more
challenging. We need to use a suitable weighted integral to treat this term.
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Moreover, we use the properties of the Grushin gradient and the associated
distance to derive the nonlinear integral estimates. We also note that in the case
a=0,w=0 N> 10 + 4s and p > p(N,s), it is not too complicated to build
a radial solution to (1.1)) (see [I4]). Nevertheless, it seems very difficult to prove
the existence of solutlons to (L.1). Up to now, there have been two articles [11], [I3]
dealing with this problem in the case p = {e +§, w = 0.

Since Corollaries [I.6] and [I.7] are 1mmed1ate consequences of Theorem the

rest of this paper is devoted to proving Theorem [L.5}

2. PROOF OoF THEOREM [L.5]

In what follows, for the sake of simplicity, we denote by [ the integral [,y dxzdy.
The following proposition plays a crucial role in the proof of our main result.

Proposition 2.1. Let p > 1 and u be a stable weak solution of (L.1)). Fiz a real
number v € [1,2p + 2+/p(p — 1) — 1) and an integer m > 1:%. Then there is a
constant Cp m > 0 depending only on p,m and vy, such that

/ (\W\ul%un? " |x|2“|vy<|u|%u>|2 )y

<Cp7 "Y/|

+ [Vaul| Vaul) )
for all v € C2(RYN; [-1;1]).

\Vcﬂ/Jl2 + [0 (1A9] + [2[**]Ay Y] (2.1)

P+’Y

Proof. As mentioned above, the solution u is not necessary locally bounded. Then,
we need to construct a sequence of suitable cut-off functions.
Let k be a positive integer. A sequence of cut-off functions is chosen as follows

—k ift< —k
o)=Lt if —k<t<k
Eooift>k.

It is easy to see that ¢} (t) = 1 for [t| < k, ¢}.(t) = 0 for [t| > k and |pk(t)| < [¢| for
all ¢ € R. We shall prove the inequality

[ (9@ 5 0 + o9, (o) 70
+ ||x||5|u|p+1|sok<u>|7*1)¢2me*w

<Cpmv/||X||_ = | \Vc¢l2+|¢l(|Aw|+|$I2“\Ay¢|

HVeulVoul) e,

for all 1 € C%(RY;[—1;1]). Here the constant C,, ,, , depends only on p,m, .
Suppose that is holds. Letting k¥ — 400 in and using Fatou’s Lemma,
we obtain . Hence, it is sufficient to prove (2.2)).
Since the proof of is quite long and technical, we first give the outline of
the proof.
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Step 1. By using the definition of weak solutions and the stability condition, we
show that

/|VG(|‘”’C(“N%1U)}2¢2@—”+/||x||3|u|”+1|gpk(u)|v—1 2,-w

<c / ok (W2 (Vo + |Gad®] + Ve[ Vow])e™

for all ¢ € C2(RY).
Step 2. By choosing ¢ = ¢™ where 1 € C?(RY;[~1;1]) and employing Holder’s
inequality we demonstrate that the right hand side of (2.3)) is smaller than or equal

(2.3)

_ (y+D)s Pty
Cpm ,y/uxn P (Ve + [911800] + 2 Ayl + Ve[ Vou)) FF e,
Thus, (2.2)) follows from these two steps. ([

We now present the proof of (2.2)) in detail.

Proof of Step 1 Let u be a weak solution of (I.1). For ¢ € C?(RY), using
the density argument, |i remains true for the test function | (u)|7 " tug?e™" €
HYV*(RY). Consequently, (1.2)) and a simple computation gives

[ Tou Gollorrtuste - [l P tete =0, @4
Note that
Ve (ler(w)| ™ ud?)
= ((v = DVaer(@)ler()" ™ + loe(w) "7 Veu)d® + or(w) "~ uVae®

and

y—1

Ve (|en(w)] 7 u)|*

& = () Ve Plonwl™ ¢ + o) Vouls?

+ (v = DV (u) Vaulpr(u) [ ¢

These computations lead to
[ Vou Vallenwl tust)e
— (V6o T )6 + (P~ Veu- Vast)e ™ (25)
_/(77_1)2|Vawk(u)|2|<Pk(u)|%1¢267w-
Combining ,, we conclude that
[ 19eten@l ™ wfse
= [P tnl e~ [uloP Ve Vaste ™ (20)

_1 2
+ (50 [ IVepnwPlonul e
Notice that
2ulor(u)" ' Vau - Vag?
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= Ve(lor() ' u?)Vad® — (v — DVa(lor(u) )]k ()" Vad?

—1
= Va(lee(u)| " u*)Vae® - hvawk(uﬂwlvcfﬁg-

Using this and the integration by parts, we have
/u|4pk(u)|7*1VGu Vap?e ™
=5 [1@P ¥ (Cat? ~ Vo - Vow)e™
42 [ o) (Gad? = Vad?  Vow)e™,
2(y+1)

Inserting (2.7) in (2.6) we arrive at

y—1 2
[[atonwl= w| ¢
= [ It ot
1 y—1,2 2 2 —w
+5 [1a@P ™ 03(Gat? ~ Voo - Vou)e
- 2((77111))/|90k(u)|7+1((?a¢2 ~Va¢? - Vaw)e™

+ (O [ Wan@Plow e .

Note also that
/ IV oo () 2o ()~ 52
4 s
- e [ Vellol = oy Pore

< o [ IVallal = wf e,

(2.8)

where in the last inequality we have used |¢r(u)| = |k| for |u| > k. Thus, (2.8)

becomes
4y 120
W/|VG(|S%(U)| U)‘ ¢e
< [Pl o) ge
1
* 2 / lop(w)]" P (Gag? — Vad? - Vew)e ™

- 2((77;11)) / ok (W) (Gag? = Va¢? - Vow)e ™.

(2.10)

In the next part, we shall utilize the stability condition. We remark that (1.3 also
holds for the test function \cpk(u)PT_luqS € HY*(RYN) by density argument. From
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(L.3), we have
/ Ve (lon ()T ug)|*e™ —p / el *ul P g () [ L g% > 0.
By Young’s inequality, for any § > 0,
/ Valor(w)| 7 ug) Pe
<(1+0) / |vc<|sok<u>|”7”u>|2¢2e*w+<1+§> / IV |l (w) | ue ™.

Then, we obtain

(p— (”L”(l +0)) [ Il w2

<@+ %)/W(U)I”’luz\vcwew

2
+ (7§5+71)(1 +6) / o ()]~ u? (Gag? = Vao? - Vaw)e ™™
(-1

3y

(2.11)

(1+4) / ok (@) (Gad? — Vod? - Vow)e™.

Now we choose
4y 1, (y+1)?
d= 2 7(]7 -
(y+1)22 4~y

) > 0.

Then
[Pl ewp-toe
<C [ lena) R (Veol + [Gad?| + [V ad? | Vaule ™.

This and (2.10) imply (2.3).
Proof of Step 2. Let m > ffﬁ be a fixed integer. For ¢ € C?(RY;[~1;1]), we
set @ = ¢™. Hence,

Vo™ |* = m?|V 92?2,
|22 |V ™ [P = m2 |||V [P 2
and

Agp?™ = 2myp®" 2 ((2m = 1) Vo | + A1),
e[ Aygp®™ = 2my® ™2 ((2m = D]a**[Vy o [* + ¢lal** Ayy).

Therefore, the right hand side of the last inequality in ([2.3) is less than or equal to
¢ [lertw) e (9GP + 101(18,] + o1, 0)

(2.12)
+ Vet Vou))e ™.
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Applying Holder’s inequality to (2.12]), we obtain
/Iwk(U)|7_1u21/}2m_2(|VG¢|2 1At + |z Ay Y|
+ Ve[| Vew|))e™

o+l 1. 2,2 9\ 2ty ;rTz oot 9 (213)
< [ [t tagrm 85 ] 7| [ (voy)
: SR
+ (1 Anw] + [22]A,0] + Vvl Vaul)) ™ e
Moreover, it follows from m > m that
Pty
2 2)—— —2m > 0.
(2m - )”H— 1
By using this with ] < 1, |pg(u)| < |u|, we have
(pr(u) [ty 2) T3 < Jipp(u) 07D T w2 g2 210

< JulP T g () [ ap

which together with (2.13)) gives

/|¢k(U)I7_1u2¢2m_2(|Vc;w\2 + 1 Aa] + [2** 1Ay + [V [ Vaw])e™

1+y

< Cpums | [ Il pu 2] ™
sTE 2 2 Py o
/||X|| 7 (IVerl? + [0l A] + 22210 + Ve [Vew]) Fe } :
This inequality and (2.11]) with ¢ = ¢™ imply

/|<Pk(U)W’1u2¢2m’2(\VGwl2 +1l(1Ay ] + |22y Y] + [Ver [ Veuwl))e™

pty 4,
< Cp, m.y / Il =5 (Vaw | + [1(1Ac0] + 21| Ay0] + Vel Vaw]) P e
The assertion in Step 2 is then proved, and the proof of Proposition [21]is complete.

Completion of the proof of Theorem Let x1 in C°(RM;[0,1]) and xa
in C2°(RN2;[0,1]) be cut-off functions satisfying

x1(z) =1 for |z| < 1;xi(x) =0 for |z| > 2,
xa(y) =1 for |y| <1;x2(y) = 0 for [y > 2.

For R large enough, we choose ¢r(z,y) = x1(%)x2(gzaer) which belongs to the
space C°(RY;[0,1]). Then, it is easy to see that

4
\Vme(x y |V1X1 )XZ(RQ-H )|

Y
|vy7/’R(x y)‘ Rl_;’_a |X1 vaQ(ROé+1)}7

x y
|Az¥r(2,y)| R2|AIX1 )Xz(w”

Y
|Awa(a: y)| = RZ(HQ) ‘Xl AyXZ(w)"
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This and the boundedness of x1, x2 and the assumption |Vgw| < HxHLGH imply

C
‘VG'(/)RF + |¢R\(|A1¢R‘ + |x|2a|Ay¢R| + |VG¢R||VGUJ|)) < RlTiln(O;l)’ (2.15)
IVevrl® + [Vr|(|A0R| + [2**[Ayr| + [Vavr|Vew]) =0 (2.16)

outside the annulus Ug := {(z,y) € RY; R < ||x|| < 21+2+%R}. Note that the
constant Cp in (2.15)) is independent of R.

Thus, (2.1) with ¢ = ¥R, (2.15) and (2.16]) give
=1 2 « y=1 2 S m _—w
/(|Vz(\UIW2 W)|* 4 [y (ul = )| + [l )R

—s2tL «a
< [ 7 E (1Veval? + [ol(Asval + [o¥18,0x
Ur

Pty

+VatrlVou)) e (2.17)

< ¢ / -
- e
= pmin(6:1) (25 p T Ju,

(A+min(6;1)) (p+v)+s(v+1)
=CR™ p—1 / e v,
Ur

where C is independent of R.
Finally, letting R — oo in (2.17) and using (T.4]), we obtain « = 0 on R". The
proof of Theorem [1.5]is complete.
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