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ABSTRACT. We study the existence and uniqueness of weak solutions for a
Cauchy problem of a viscous Burgers equation with a time dependent reaction
term involving Dirac measure. After applying a Hopf like transformation, we
investigate the associated two initial boundary value problems by assuming
a common boundary. The existence of the boundary data is shown with the
help of Abel’s integral equation. We then derive explicit representation of
the boundary function. Also, we prove that the solutions of associated initial
boundary value problems converge uniformly to a nonzero constant on compact
sets as t approaches oo

1. INTRODUCTION

This article concerns the existence, uniqueness and regularity of solutions to the
Burgers equation with time dependent point source,

U + Uy — Ugy 0(z), zeR,t>0, (1.1)

T4t
subject to the initial condition

u(z,0) =up(z), zeR, (1.2)

where ug € WH°(R) N CY(R) N L(R). In the literature, the study on viscous
Burgers equation with source terms

U + Uy = Uy + f(z,t), z€ER, >0, (1.3)

has obtained much recognition because of extended importance in numerous fields
of science, technology and biology [Il I7]. Construction of explicit solutions for
viscous Burgers equation with inhomogeneous terms and large time behavior of
these solutions are discussed by several authors. Eule and Friedrich [§] discussed
the solutions of externally forced Burgers equation

Ut + Uy = Uy + 2G(E), (1.4)

by considering G(t) to be constant in the first case and stochastic white noise force
in the other case. They examined the problem in relation with stretched vortices
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in hydrodynamics flows. Salas [I6] examined a specific case of and derived
the n-shock wave solutions with the help of traveling wave method via generalized
Hopf-Cole transformation. He connected the problem of solving with the
Riccati and heat equations. Also, several explicit solutions of were listed in
that paper.

Kloosterziel [I1] investigated the solutions for linear heat equation

Vi = Vge, T ER, >0, (1.5)
subject to the initial data
v(z,0) =vo(z), z€R, (1.6)

where vg is any square integrable function with respect to the exponentially growing

weight function ez . Using similarity transformation, the author constructed the
following self-similar solutions of (|1.5]),

1

vn(,t) = e, (=) (1.7)
(2m)V/4(2n n!)1/2(1 + 2t) = 2(1+ 2t)

Where Hn is Hermite polynomial of order n. An interesting feature of the solutions

to is that the set of functlons {vn(z,0)} is a complete orthonormal system for

the Hilbert space L?(R,e> ) and hence any function vy € L%(R,eT ) can be ex-
panded as an infinite series in terms of {v,(z,0)}. Hence, the solution of -
is represented as an infinite series of self-similar solutions . Another feature of
the constructed self similar solutions is that the decay rate is obtained easily
which, in turn, gives the large time asymptotes to the solution of . . Ding-
Jiu-He [6] constructed the explicit solutions of non-homogeneous Burgers equation

Ut + UUy = gy +kx, xR >0, (1.8)
subject to the initial data
u(z,0) =uo(z), zeR, (1.9)

where p > 0 and k is constant. The authors imposed two conditions on the initial
function wug that it is locally integrable and f dy = o(z?) as |x| — oo. They
applied Hopf transformation to reduce . to the linear differential equation
and then represented the solution of resultlng hnear differential equation in terms
of Fourier-Hermite series. They proved that the solution u(z,t) of the initial value
problem — behaves like vkz for large time ¢. However, Chidella and Yadav
[] noticed that bounded and compactly supported initial functions uy do not satisfy
the conditions imposed by Ding-Jiu-He [6] and so considered the nonhomogeneous
Burgers equation (L.8)-(1.9) with an assumption on ug that

/ e~ I w0 gy < oo,

— 00

Using the Hopf transformation and standard transformations of Polyanin and Nazaikin-
skii [12], they reduced the initial value problem (L.8)-(1.9) to an initial value prob-
lem for heat equation and then used the results of Kloosterziel [I1] to express the
solution of the heat equation in terms of the self-similar solutions of the heat equa-
tion. Buyukasik and Pashaev [3] discussed the shock wave solutions, triangular wave
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solutions, N-wave solutions and rational function solutions for the Burgers equation
(1.8). Rao and Yadav [I5] considered a non-homogeneous Burgers equation

kx
ut—l-uux:um—km, zeR, t>0, (110)

subject to the unbounded initial data and expressed the solutions in terms of the self
similar solutions of a linear partial differential equation with variable coefficients.
They obtained the large time behavior of the solution of the nonhomogeneous Burg-
ers equation. Rao and Yadav [14] investigated solutions for by assuming that
the initial data is compactly supported and bounded. Engu-Ahmed-Murugan [7]
proved the existence of a solution for the initial value problem of a nonhomogeneous
Burgers equation and expressed the solution in terms of Hermite polynomials. Their
analysis mainly depends on Hopf-Cole transformation and method of variation of
parameters. The authors have also given the rates of convergence of an approximate
solution to the true solution of the initial value problem. In regards to construction
of fundamental solutions of evolutionary equations, we refer to Pskhu [13] and the
references there in.

However, investigating the solutions for viscous Burgers equation with source
term involving the Dirac delta measure becomes complicated as the linearization
process of the viscous Burgers equation with the source term leads to two different
linear partial differential equations on the two upper quarter planes. Further, con-
sidering the nontrivial initial condition with the nonhomogeneous viscous Burgers
equation increases the complexity more. Chung-Kim-Slemrod [5] studied the ex-
istence, uniqueness and asymptotic behavior of solutions to a Cauchy problem for
the viscous Burgers equation with Dirac delta measure as source term.

To understand the viscous Burgers equation with time dependent point source
involving dirac function, we consider an initial value problem for the non homo-
geneous viscous Burgers equation where 0 is the Dirac delta function con-
centrated at x = 0. We use the Hopf transformation for linearization. Linearized
partial differential equation consists of Heaviside function and so one needs to study
the problem on two upper quarter planes separately with common boundary along
the positive t-axis. With the help of Abel’s integral equation, we intend to establish
the existence and uniqueness of the common boundary data of the linearized partial
differential equations. We then look for the explicit representation of the boundary
function. In view of the integrals involved in representation of the boundary func-
tion, we seek the asymptotic behavior of it for large time ¢. Using this asymptotic
behavior, asymptotic behavior of the solution of the linearized partial differential
equation is established. Making use of inverse Hopf-Cole tranformation, existence,
uniqueness and regularity of the solutions to the non homogeneous viscous Burg-
ers equation is discussed. Eventually, the convergence of the solutions to zero on
compact intervals is obtained.

The rest of this article is organized as follows. Section 2 deals with the lineariza-
tion of the Cauchy problem and then the existence, uniqueness of the common
boundary data of the resulting two initial-boundary value problems. This section
also discusses the explicit representation of the common boundary data and its
asymptotic behavior. In section 3, existence and uniqueness of the global weak
solutions for the Cauchy problem is discussed. Further, asymptotic behavior the
solutions is investigated.
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2. BURGERS EQUATION WITH INHOMOGENEOUS TERM

Consider the Burgers equation with time dependent point source given by (1.1)
subject to the initial condition (1.2]) where ug € WH>(R) N C1(R) N L'(R). The
Hopf-Cole transformation [2 [10], is given by

T

O(x,t) = exp ( - %/ uo(y)dy>. (2.1)

— 00

Then 6(z,0) =: 6y(z) € W>>°(R) N C*(R) and the Cauchy problem (L.1)-(L.2)

reduces to

H(x)
0, — O, 0=0, R, ¢>0, 9.2
t + 0+ 0, z¢€ >0 (2.2)
0(z,0) = 0p(x), z€R, (2.3)

where H(z) is the Heaviside function. The above Cauchy problem is split into two
problems, namely,
Li—L,, =0, z<0,t>0,

L(z,0) = 6p(z), =z<0, (2.4)
L(0,t) = g(t), t>0,

and

Ry — Ryy = — x>0,t>0,

(1+1¢)’
R(x,0) = 6p(x), x>0,

R(0,t) =g(t), t>0.
It is to be noted that the same boundary function g(t) is taken for both the initial-
boundary value problems (2.4) and (2.5 to assume that 6(z,t) is continuous on the
positive ¢ axis. Further, we assume temporarily that g(¢) is continuously differen-

tiable on [0, 00) and will be calculated after showing the existence of g(t).
Consider the transformation [12]

w(z,t) = (1 4+ t)R(x,t). (2.6)

Then the initial-boundary value problem (2.5) reduces to the associated initial-
boundary value problem for the heat equation

(2.5)

Wi — Wee =0, x2>0,1t>0,
w(z,0) = 6p(z), x>0, (2.7
w(0,t) = (1 +1t)g(t), t>0.

Solving (2.7) and retracing R(z,t) using (2.6]), we obtain

1 1 & —(6—a)2 —(6+)?
o [k

+ /Ot (9(m)(1 + T))/erfc (2\/tm—77>d7 + g(0) erfc <2i\/£)},

where erfc(z) is the complementary error function

erfe(z) = %/ eV’ dy.
T x

R(z,t) =

(2.8)
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Similarly, solving the initial-boundary value problem ([2.4)), we obtain
-1 [~ —(e—2)?
4t

m ; 0o(—¢) [e
. /Ot g'(T) erfe (N%)Ch + g(0) erfc (%)

We impose a constraint on 6(z,t) that space derivatives exist along the positive
t-axis and are equal. That is,

R,(07,t) = L,(07,t), t>0. (2.10)

Calculating R, (z,t) and L,(z,t) from (2.8) and (2.9) respectively and putting
r = 0, we find that

L(z,t) =

dg

—(etn)? ]

(2.9)

R.(0,) = (1+t)12 — /0 " ehy(€)e T de
1 t | g(0)
v, B0 ) - EmNA

-1 [ =< 1 [ g(n) 9(0)
LgCO,t:i/ Oo(=&)e 3 d —|——/ dr — .
0.9 2Vrtd Jo $bo(=¢) ¢ VT o VE—T vt

Hence, using (2.10]), we obtain the integral equation

2
"Bt-7+2) g'(7) 1 [ 100(6) e
dr = = { + 0o (— } d
/0 20+t Vi1 4/0 g Ho(=9) NG ¢
~9(0)(3t +2)
W1 +1)
In the view of the above integral equation, the following theorem discusses the
existence and uniqueness of boundary condition g(t).

Theorem 2.1. For 6y € W2>°(R) N C?(R) such that g(0) = 6,(0), there exists
unique continuous bounded function g(t) satisfying (2.11)).

(2.11)

Proof. The integral equation (2.11)) can be written in Abel’s integral equation form,

L tK(t,T)UT T = or a
75 ), =i =F(t), forallt>0, (2.12)
with
t ’ (3t*7'+2)
v(r) =g'r), K1) =S5
and
> 4 e
F(t) = 4\1/77/0 5[104(3 + 60(—¢)] \/ﬁd —Z%ﬁiii (2.13)

It can be observed that K (¢,7) is continuous and K(t,t) =1 for 0 < 7 <t < 0.
Further, %—It{ = —%[ﬁ} is bounded for 0 < 7 < t < co. Note that F(0) cannot
be obtained directly from (2.13]). Hence, integrating by parts in (2.13)) simplifies to

F(t) = ﬁ 2 /Ooo e (W ~ O(~2v/in) )dy - fftao(())}, (2.14)
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for the choice of 65(0) = g(0). Then we notice that F(0) = 0 and
oy 2 (i (Vi) Vi(2vin) |, (1 —1)bo
=75 {2/0 ¢ ( (01 1) (10+ pz T (Qﬁn))d” (1412

The condition on 6y and simplification of the above equation lead to |F’(t)] < %
for some m > 0 depending on 6y. We define

D'?F / 2.15
fdt \/t—s \F \/t—s (2.15)
which yields
c [t 1
D'/2F <—/ —ds=Cy/T.
DRSO

i.e., DY2F is continuous and bounded for all ¢ > 0. Using standard results [9],
there exists a unique continuous bounded solution v(t) for Abel’s equation (2.12)).
By defining g(t) := 60(0) + fo 7)dr, we conclude that g(t) satisfies all the desired

properties in the statement. (Il
Therefore, the solution of (2.2)-(2.3]) is well defined and is given by
R(x,t >0
o, 1) = 4 F@ ) @20, (2.16)
L(z,t), =<0,

where R(z,t) and L(z,t) are given in (2.8]) and (2.9)) respectively.
Using the results given in [J], we state the bounds for v as follows,

[o()| < M || DY2E(t) |10, < 7™

where M = supi<, ’%—If(t,r)‘ and for some number v > 0. Having shown the
existence and uniqueness for g(t), we derive explicit expression for it.

Explicit representation of g(t). By reorganizing Abel’s integral equation (2.12)
and then applying integration by parts lead to the classical Abel’s integral equation
form [9],

f/ / s)ds + (27 + 2)u(r )] \/tl_idrz2(1+t)F(t). (2.17)

Multiplying both sides of (2.17) by ﬁ, where 0 < t < y < oo and integrating
from 0 to y, we obtain

/F/ 3 | vas s er s 2om] Sidra = [ 2

Changing the order of integration and rearranging yields
1/y /y ! L dt){B/Tv(s)ds-i-(Z +2)u( )]d
= —_— = T T)|dr
i—tvi-7 12,
Y2(141)
/ + ( 2L+ OFE) .
f

Simplifying the integral in the left side of the above equation directs to

[ [ oo+ ers 2pom]ar = o [MH e

dt.
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Differentiating with respect to t, we obtain

g/o o(s)ds + (2 + 2)u(t) = \/l%jtfo %ﬁ()dr. (2.18)
Substitution of v(t) = ¢'(¢t) and simplification leads to
d _ 3g(0) 1 d (" (1+71)F(7)
dt((t+ ¥g(0) = T+ 08 T i 1)1/4dt/0 iy i 219

Using F(t) given in (2.13), we evaluate the second term on the right side of the
above equation which yields

1 d (*(1+7)F(r), DBt 3 ¢(0)
VMHJP“ﬁ/‘ a B

Vi—r T TR+ DY At + HyUe

where

/ / n [00(2v/Tn) + (14 7)00(—2/n)] e dn dr. (2.20)

VT
Substituting (2.20)) in (2.19) yields

%((t + 1)3/4g(t)) = T

Integrating the above equation leads to
1 B(0) B(t) 1 /t B(r)
t) = ———=—160(0) — dr, (2.21
g(t) u+me°” w]+w@+n+mw+UW4ov+n%“( )

where B(t) is given in (2.20)), which is the unique explicit equation for the boundary
condition g(t).

An example. Consider the Cauchy problem (|1.1))-(1.2]) with trivial initial data ug =
0 to have a look at the large time behavior of the boundary condition g(¢) easily.
In this case, we obtain 6, = 1 and B(t) is given by

/ [

sl s+ |, =]

= Tt +4).

Hence, equation ([2.21)) reduces to
g(t) =

B(t)

2
— +
3(t+1)3/4
Thus g(t) approaches to 1/3 as t appraoches oco.
Considering the Cauchy problem (1.1])-(1.2), it is observed that the large time

behavior of g(t) will remain same as that of g(t) concerned to the trivial initial data
case.
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Asymptotic behavior of g(t). Since uy € L*(R), we have
Oo(x) > k as x — oo, (2.22)

for some real constant k. It is easy to observe that 6p(z) — 1 as x — —oc.

Lemma 2.2. Let g(t) be the boundary condition as in (2.21). Then with condition

(2.22), we have

lim g(t) = 1 (2.23)

t—o0 3

Proof. Let T = ~t in B(t) given in (2.21). Then

0o 1 _ e "
(t):/ / n[90(277\/%)+\(1r+zt193i 20v/7%)] tdydn
/ / 1[00(2nv/AE) + Oo(—2ny/7D)] e dyd
VIVT =~

1yt (—2ny/7E)e "
/ / VI dvy dn
= I + D

Since wug is continuous and essentially bounded, there exists a real M > 0 such that

2
180 (21v/t) + 00 (—2n+/7%)| < M for 2n,/~t € R. Further, 5{7% is summable over

[0,00] x [0, 1]. Thus, by dominated convergence theorem, the condition (2.22) yields

[e%s) 1
. _ k+1 (k+1Dm
lim I :/ ne "’ 7dvdn:7,
1 0 \f\/f 9

Iy
lim — = e " d dn =
tggo t / / \/1 — Y=
Using the above values, we obtain

B(t) . Il . ]2 1 m
im = lim + lim - =
t—00 (1 +1) tooo (141t) tooo t (1+ Z) 4

*'%‘ S

It can be seen that

. 1 /f B(r) 1 B(t)
lim =ar = Ilm — = —.
t—oo dm(t 4+ 1)3/4 Jo (r4+1)% t—oo 3w (1 4+1¢) 12
Using these estimates in (2.21]) as ¢ — oo, we complete the proof. O

3. GLOBAL WEAK SOLUTIONS

Definition 3.1. A function u(z,t) defined in R x (0, 00) is said to be a (global)
weak solution if u € L?(R x (0,00)) N W (R x (0,00)) and u satisfies (I.1)) in the
sense of distributions. i.e.,

/0 /R(Uéﬁt +5u Gz — ua:%)dxdt‘f'/o m¢(0at) dt
- / uo(x) ¢(x,0) dx = 0,
R

for all test functions ¢ € C5°(R x [0, 00)).

(3.1)
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Theorem 3.2. For the initial data 6y € W2°°(R) N C%(R), the Cauchy problem
12.2)-(2.3) admits a positive solution. i.e., O(x,t) >0 for all z € R and t > 0.

Proof. In view of the fact that uop € L*(R) and (2.1)), we obtain 6y(z) > 0 for all
xz € R. Considering the maximum principle, it is sufficient to show that (0,t) =
g(t) > 0,Vt > 0. On the contrary, assume that 6(0,¢) = g(t) < 0 for some
t > 0. This implies that there exists a point ¢ > 0 which satisfies g(¢) and g(o) is
non-negative for o < ¢. By rearranging the kernel in 7

3 €lon(©+ (1 0] s - g@)3vE+ T -

:/O ViE=a)g oy +2+1) [ L do

Note that

| VE=as e =g+ [14D L

o
2 t—o

"9 g0  [Tg(c) 1
| == - [ T e

Splitting the right side of (3.2)) and substituting above we obtain

3 €o©) + 0 non-0) e+ [T gt -
‘3t—o+2 '
= i ﬁg (0)do.

It is clear that the first term of the above equation admits a non-negative lower
bound. Using 0 < o < g < t, we obtain
24+t _ 24t+4+o

0< $3/2 — (th)3/2

which in turn provides
124t+o0 244q (1
i _— > — .
%gr(l] e 0)3/2g(o)da =z /0 g(o)do >0
Hence, it is proved that left side of (3.3]) admits a positive lower bound as ¢ — ¢,
whereas the right side vanishes as t — ¢, which is a contradiction. ([l

Theorem 3.3. With the initial data ug and the solution 0(x,t) of —, there
exists a unique weak solution of — given by

0. (z,t)

O(z,t)
Moreover, the solution u(x,t) is in C*°(R\ {0} x (0,0)).

Proof. Let us prove the existence of a weak solution of (1.1)-(L.2). It is known that

u(z,t) = -2

(3.4)

0
> 0.
00 0t+(1+t) for >0
Hence, we obtain
- 0(0F,t)  62(0%,1)
+ _ + ) Yz )
us(0.8) = g (%O O+ T ~ o )
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_ _ 02(0~,t)
uz (07,1) = m[et(o ) — m}
Thus using the above equations one can obtain
2 2
2(07,8) —uy (07 ,8) + = ——[6,(07,t) — 6,(0",1)]. 3.5
U ( ) u ( ) (1—|—t) g(t)[ t( ) t( )] ( )

Let U and V be the domains of R(z,t) and L(x,t) respectively. Integrating u ¢;
by parts gives

u¢sdrdt = — uy ¢ dx dt — - u(t,0) ¢(7,0) dr,
Il Jlrevaea= ]
//‘/u¢tdxdt = —//Vutqbdxdt— /Ti_mu(T’0)¢(T’0)dT'

Similarly, integrating u,,¢ by parts, we obtain

//Uum¢dxdt:—//Uuw¢zdggdt_/t:)%(o—k’t)(b(o’t)dt’
//V““¢dxdt:_//‘/“I¢Idxdt+/t:ux(o_,t)qﬁ(o,t)dt.

Further, integrating “—;% by parts on U and V provides

/OOO/R(“;)%dxdt:—/OOO/R(“;)Iqsdxdt.

Hence, for ¢ € C°(R x [0,00)), we obtain

/OOO/R {u¢>t+u;¢x—ux¢x] dxdt+/ooo (1—2|—t)¢(0’t)dt

4 /R wo ()6 (x, 0)d = —2 /:; 9t(0+’t)g(_t)at(o_’t)g;(o,t)dt.

(3.6)

The dominated convergence theorem and then integration by parts reduce the right
hand side expression of above equation to zero.

Let us prove uniqueness. Let u and v be two solutions of (3.1, and put w = u—v.
Then, we obtain

/OO/ (wey + 1(u + V) wdy — wepy)dr dt =0, (3.7)
o Jr 2

for all test functions ¢ € C§°(R x [0, 0)).

For a fixed T > 0, we define ¢ = w(z,t)H(T — t)H(z) in the domain {0 <
x < oo,t > 0} and ¢ = w(x,t)H(T — t)Hi(x), where Hy(z) = 1 — H(z), in
{00 <z < 0,t > 0}. Note that the defined function ¢ in both domains is not a test
function. However, we can use this ¢ in using usual approximation techniques
as C§°(R x [0,00)) is dense in H} (R x [0, 00)).

For 0 < x < oo, the weak derivatives of ¢ with respect to ¢ is w(x, t) —w(x, t)d(t—
T) and the weak derivative of ¢ with respect to x is w, (z,t) +w(z,t)d(x). Similarly
for —oo < x < 0, the weak derivatives of ¢ with respect to t is wy(z,t) —w(x, t)d(t —
T) and the weak derivative of ¢ with respect to z is w,(z,t) — w(zx,t)d(x).
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For ¢ = w(z,t)H(T — t)Hy (), integral equation (3.7) turns out to be

// —wwtdxdt-l-/ w?(z, t) dx

_ 5[/0 /_Oo(u—i—v)wwz dasdt_/OT(w (u+v)w)(0,t) dt} (3.8)

+/T/O widwdt‘/T(wxw)(O,t)dt:O.

Similarly for ¢ = w(x,t)H (T — t)H (x), integral equation (3.7)) yields

// —wwtd:vdt-i-/ w?(z,t) do

-3 /0 /O (u + v)w w, dz dt + /OT(w (u + v)w)(0,t) dt} (3.9)

+ [/OT/ODO w dxdt+/0T(wmw)(0,t) dt} _

Also using that w(z,0) = 0, we deduce

/ /wwtdxdt—f—/ —// O (w?) dt d + [[w (-, T)|? o

= S, T)I3.
Hence, equations (3.8 —. with the above equation lead to

,Hw Hz / /w dazdt+/ [(wxw)(oJr,t)—(wxw)(()*,t)]dt
=3 /0 /R(u—kv)wwxd:cdt—i—/o [((u+v)w2)(0+7t) . ((u+v)w2)(0_,t)}dt},

which implies
2 r 2 ]‘ r
(- T2 +2 / e D3t < 2 / / 1+ 0) () oo [ £) 00 (1)) dv

1 T
< 5/0 [[(w + ) ()l oo w2 ]| we|2 dt

1 T 2 2 1 T 2
<1 [ IO e+ 5 [ el
0 0
MO T T
<2 [z [ g

My, [T
ot 7y < T [ o0l e

Using Gronwall’s inequality, we conclude that w(z,T) = 0 a.e. for all " > 0.
Let us prove smoothness of solutions. Since 6(x,t) is positive solution of the
heat equation for < 0 and (1+¢)0(x,t) is also a positive bolution of heat equation

for > 0, the solution u(z,t) of the Cauchy problem (L.I)-(1.2) given in is
well-defined and is smooth on the domain R\ {0} x (0, oo)

Hence,
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Theorem 3.4. xR(z,t) and xR, (x,t) are uniformly convergent on compact sets
and their limits are

lim x R(z,t) = g, tlim x Ry (x,t) =0. (3.11)

t—o0

Proof. First, we prove that R(x,t) converges to 1/3 uniformly on compact sets.
Assume 0 < 2 < A for some A > 0. Let g(t) be bounded by M. Integrating the
second term in (2.8)) by parts, we have

1 1 > 2
R(Z, t) = m {ﬁ /71 90(2\/277 + x)efn d’l’)

1

i 90(2\07 —z)e " dn] (3.12)

T.

2

N T /tg(tT)(1+tT)e47
2y/m(141) 73/2

It is seen that the first term vanishes uniformly as ¢ — oo and hence ignore it. Then

we consider

|R(x,t)—%|:‘2ﬁ(1+t) / g(t—T)(lT;z—T)el% T_i/ Lot ay)|.

Expanding the second term of (3.12)) and changing the variable, the above expres-
sion turns out to be

1 2 > 1, =2
|R(z,t) — =| < —= ’g(t—T)—f‘e "dn—i— gt —7)le” "dn
3 VT Jo
(3.13)

/ lg(t —7)le

Q\F (1+t)/7

Note that the second and third term of the above equation admits a uniform bound
and vanishes uniformly as t tends to co. i.e., one can obtain

2 M 2 A
t— 77d < — e Mdn< Merf [ — ).
f/ e dn< 2 ) n< Mt (57)

Since t < 14t for all ¢ > 0 and g(t) is bounded, we can see that the last term in
(3.13) is uniformly bounded by

AM e4f AM 1AM 1
27 Jo t\f _2ﬁ t\f VT VR

Now, we consider the uniform convergence of xR, (x,t). We have

x 1 e —(e—m)?
Ry (z,t) = MW/O 00(§)(§ —x)e™

T 1 e —(e4m)?
—— [ ¢ 7
T, PO+
x tg(t—7)(1+t—7)e%mr2 x?

NN / /2 1= 5l
=:zJ1 +xJy+ ;3.
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By changing the variable n = Z_—\ff inzJ; and n = 54\75 in z.J2, we can observe that

both the terms vanishes uniformly. The third term x.J3 can be expanded as

x ¢ 1+t—7 e t—T ES
- t— d
J3 Qﬁ/g( 7)( T+1¢ )73/2 4f/ 4

.2
t—T e ar

(3.14)

Then
1 1 1 1
|z J3] < [My — §| + | Mg + M3z + §| <|R(z,t) — §| + My + §| + [Ms].  (3.15)

Now by changing the variable for M5, we obtain

1
M2+§
—4 [ z? 2 4 (1 —n?
:ﬁ ) g(t—wy]ze"dn—l—ﬁ/ §772€nd77
e
—4 o fL'2 1 2 2\/ l'
== [ o= g gl e 2 [T (e e

The last term on the right side of the above equation is unlformly bounded by

AM A2 A2
e dp < 2M - erf
N /O di < o (2\/)

which vanishes uniformly as ¢ — oo. By similar calculations, one can obtain that
third term in (3.15)) vanishes uniformly as ¢ — co. Hence, we can conclude that
xR (x,t) — 0 uniformly as t — oo when z is bounded. O

Theorem 3.5. The functions xL(x,t) and xL.(x,t) are uniformly convergent on
compact sets and their limits are
. X .
tlirrolo xL(x,t) = 3 tlirrolo xL.(x,t) = 0.
Proof. First, we prove that L(x,t) converges to 1/3 uniformly on compact sets. Let
M; and M, be the bounds for g(t) and |g(t) — %| respectively for all ¢ > 0. Let

€ > 0 be given and a positive number A such that —A < z < 0. Then there exist
Ty, T and T3 such that

1
o)~ 5l <3, Vi>Th. (3.16)
A €
f < V> 3.17
er (2\/i) 30 2 ( )
€
f < Vi > Ts. 3.18
er (2\/’) 3M2 3 ( )

Hence, |g(t — %) — %| < 5 whenever 7 < 2\/;‘_477,1. Assume that t > Ty + 1o + T3.
Then

— a2
x € 4T

Lot - 3= |- g [ ot-nGpar- 2 [ Letul aa)
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Substituting n = # in the first term of right-hand side, (3.19)) reduces to

2 0 22 0 z2 2 2 01

L ot ga)e (6= g )e " an] -

AL ol )= [ o= )] - 52 [
which is bounded by

2 2\/:—AT1 2 1 2 72 1 2
P _ ) — Zl|e™m ) |
\/7?/,00 g<t 4772) 3’6 dn+ = /7,4 4772) gle " dn
2,/t—T1

2kt

L

A

_ \/ _ 2 2VE 2

< "dn—i——Mg/ "dr]—l——Ml/ e " dn
\F3/ VT 0

) + Mj erf (;\%) <e.

\ /\

§+M2 erf(

Next we consider

-1 oo e 2

Lelant) = 1= [ Ool=€)(E —a)e™F
-1 e —(g+2)?

+ W/o 0o (=) (€ +z)e™ 3

gt —71) —a? x?
— = |1— —\|dr =: P+ P, + Ps.
2ﬁ/0 e - ldr =P+ PB4 P
Observe that |zP;| < AP; vanishes uniformly as ¢ — oo. Similarly, P, vanishes
uniformly as ¢ — co. Hence, it is enough to show that xP; converges to zero
uniformly when x is bounded. We consider

t_T 71 CI}Q
Py =- Q\f/ 3/2 [1_5]‘17

2 2ﬁ 2 2 4 2V x? 2
— t——=)e Tdn— —— t— —)n%e " d
x\/T /,Oo g( 4772)6 " /T g( 4172)77 € "
: Py + Py

Wi-Th

dg

Then . X

We show that the terms in the right of the above expression (3.20]) admit uniform
bounds which vanish uniformly as ¢ tends to infinity. We consider

—|z]

1 2 (3 x? 2 1
R ) R
|$3 | \/* g 426 n 3

< e | ol ) =gl o [ (e gl

Observe that the second term of the above expression satisfies

2 /0 (t 22\ | gy < 2 /0
= .9 7—2)]6 ns—= | |9
vrigg VTl
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_2M, v
~ VT o
A
= M erf (—=),
1 (2 \/%)
which vanishes uniformly. The bound for the second term in right side of (3.20) is
obtained as follows:

e~ dn

1
P// =
|z Py + 3|
|z
4 2V x2 2 4 | 2
“[ e [l e g [ el
2 0

4 0 T 1 2 z2 2
<2l _lo(t-gp) — gleman s [ fo( - o) ean].
Vrl)_ o 4n 3 Sl 4n

It is observed that the second term in the above expression vanishes uniformly and
is bounded by

A

4M, [0, 2 4M, A2 /7 2 M, A? A

E— e 7Id < —— e 7Id = erf(—).
NG %" =77 4 ), ="y Wi

This completes the proof. O

Theorem 3.6. The unique weak solution u(z,t) of (1.1)-(1.2) converges uniformly
to zero on compact sets.

Proof. Using the Theorem the inverse Hopf-Cole transformation is well defined
and given by (3.4]). Hence, for > 0, we have

R.(z,t
u(z,t) = _21‘357(:10) —0 ast— oo
x R(x,t)
Similarly, for z < 0, we obtain
L(x,t
u(zx,t) = —2L(x) —0 ast— oo.
x L(z,t)
In view of the uniform convergence of R, R, L, L., the unique weak solution u(z, t)
converges to zero uniformly on compact sets. (I
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