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A CLASS OF NONLINEAR DIFFERENTIAL EQUATIONS ON
THE SPACE OF SYMMETRIC MATRICES

VASILE DRAGAN, GERHARD FREILING, ANDREAS HOCHHAUS, TOADER MOROZAN

Abstract. In the first part of this paper we analyze the properties of the evo-

lution operators of linear differential equations generating a positive evolution
and provide a set of conditions which characterize the exponential stability of

the zero solution, which extend the classical theory of Lyapunov.

In the main part of this work we prove a monotonicity and a comparison
theorem for the solutions of a class of time-varying rational matrix differen-

tial equations arising from stochastic control and derive existence and (in the

periodic case) convergence results for the solutions. The results obtained are
similar to those known for matrix Riccati differential equations. Moreover we

provide necessary and sufficient conditions which guarantee the existence of

some special solutions for the considered nonlinear differential equations as:
maximal solution, stabilizing solution, minimal positive semi-definite solution.

In particular it turns out that under the assumption that the underlying sys-

tem satisfies adequate generalized stabilizability, detectability and definiteness
conditions there exists a unique stabilizing solution.

1. Introduction

The extension of deterministic linear-quadratic control to the stochastic case has
been a notable and active research area and has many applications. Let us consider
a linear-quadratic stochastic optimal control problems of the form

dx(t) =
[
A(t)x(t) + B(t)u(t)

]
dt +

[
C(t)x(t) + D(t)u(t)

]
dw(t),

x(t0) = x0,
(1.1)

J(u) := E
{

x(tf )T Qfx(tf ) +
∫ tf

t0

(
x(t)
u(t)

)T (
M(t) L(t)
LT (t) R(t)

)(
x(t)
u(t)

)
dt
}

(1.2)

where the state x(t) and the control u(t) are stochastic processes, and where w(t) is
a standard Wiener process (Brownian motion) on some probability space (Ω,F , P ).
Moreover, assume here that u(t) is non-anticipating with respect to w(t), x0 is
independent of w(t) and that A, B, C, D, M , L and R are sufficiently smooth
functions defined on a right unbounded interval I ⊆ R with values in Rn×n, Rn×m,
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Rm×n, Rm×m, Rn×n, Rn×m and Rm×m, respectively. For the basic definitions from
stochastic control theory see [28] and – in the infinite dimensional case [8].

It can be shown (see [28]) that the optimal control for (1.1), (1.2) is determined
by the solution of the following terminal value problem for a generalized Riccati
matrix differential equation:

d

dt
X(t) + AT (t)X(t) + X(t)A(t) + M(t) + CT (t)X(t)C(t)

−
{
X(t)B(t) + CT (t)X(t)D(t) + L(t)

}{
R(t) + DT (t)X(t)D(t)

}−1

×
{
X(t)B(t) + CT (t)X(t)D(t) + L(t)

}T = 0, X(tf ) = Qf .

(1.3)

The main goal of this paper is to show that several of the nice properties of standard
symmetric matrix Riccati differential equations (which have been summarized in
Chapter 4 of [1]) remain valid for the solutions of rational matrix equations of the
form

d

dt
X(t) + AT (t)X(t) + X(t)A(t) + M(t) + Π1(t)[X(t)]

−
{
X(t)B(t) + Π12(t)[X(t)] + L(t)

}{
R(t) + Π2(t)[X(t)]

}−1

×
{
X(t)B(t) + Π12(t)[X(t)] + L(t)

}T = 0

(1.4)

and also of a slightly more general form. Here and below we assume that

Π(t)[X] :=

(
Π1(t)[X] Π12(t)[X](

Π12(t)[X]
)T Π2(t)[X]

)
, X ∈ Sn,

is a bounded and continuous operator valued function, which is in addition positive,
i.e. X ≥ 0 implies Π(t)[X] ≥ 0.

Note that (1.4) contains, as particular cases, (1.3) and also many other matrix
Riccati differential equations arising in connection with various types of control
problems associated to linear control systems both in deterministic and stochastic
framework. In particular in (1.3) Π(t) takes the form

Π(t)[X] =
(
C(t) D(t)

)T
X
(
C(t) D(t)

)
.

Equations of the form (1.4), the corresponding algebraic equations (in the time-
invariant case) and certain special cases have been studied recently (see [5], [9], [16],
[17], [21], [28]) and can on account of their properties be considered as generalized
Riccati-type equations.

In the case where R is invertible, Π1 is linear and positive, Π2 ≡ 0 and Π12 ≡ 0
(1.4) coincides with

d

dt
X(t) + AT (t)X(t) + X(t)A(t) + M(t) + Π1(t)[X(t)]

−
{
X(t)B(t) + L(t)

}
R−1(t)

{
X(t)B(t) + L(t)

}T = 0.

(1.5)

The latter class of perturbed Riccati differential equations appears among others in
control problems with stochastically jumping parameters (see [14] and [1], Section
6.9); the corresponding algebraic equations and inequalities play also an important
role in the application of the Lyapunov-Krasovskii method to linear time-delay
systems.
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First steps concerning the theory of the rational matrix differential equation
(1.4) have been performed by Hinrichsen and Pritchard [21], Ait Rami et al. [3, 4]
and Chen et al. [5, 6, 7], who obtained under additional assumptions sufficient
conditions for the existence of the solutions of (1.4) on a given interval for certain
initial values. The algebraic equation (1.5) has been studied in detail by Damm
and Hinrichsen [9] (see also [10]).

Dragan and Morozan (see [12] and the papers cited therein) considered in the
case of time-varying coefficients coupled systems of differential equations which can
be transformed to the form (1.4); they investigate properties of stabilizing and
bounded solutions of these differential equations and provide a theorem on the
existence of the maximal solution - the case of periodic coefficients is studied as
well. Moreover [11] contains a rigorous analysis of linearly perturbed matrix Riccati
differential equations of the form (1.3). For a discussion of the infinite-dimensional
version of (1.5) see [8].

The work by Freiling and Hochhaus (see [15], [16], [17] or, alternatively, Chap-
ters 6.7 and 6.8 of [1]) contains, in particular in the time-invariant case, a unified
treatment of the class of equations (1.4) and of the discrete-time version of these
equations.

The main goal of the authors of this paper is to investigate several important
problems concerning the solutions of time-varying nonlinear differential equations of
the form (1.4) by combining the methods developed in their above-mentioned work
(see also [14], [18] and [19]). Although the differential equations (1.4) cannot - in
contrast to standard Riccati differential equations - be transformed by a nonlinear
transformation to a linear system of differential equations, it turns out that it
is possible to show that their solutions behave in various aspects similar to the
solutions of matrix Riccati equations.

In the first part of the paper we shall investigate the properties of the linear
evolution operators associated to a class of linear differential equations on the space
of symmetric matrices, namely, linear differential equations generating a positive
evolution. For such a class of differential equations we provide a set of conditions
which characterizes the exponential stability of the zero solution. The stability
results presented in Section 2, which are of independent interest, can be considered
as extensions of the classical stability results of Lyapunov and their generalizations
by Schneider [25] and serve as a basis for the proof of the existence results presented
in the second part of this work.

Sections 3–6 contain the main results concerning differential equations of the
form (1.4). We provide necessary and sufficient conditions which guarantee the ex-
istence of some special solutions for the considered nonlinear differential equations
as: maximal solution, stabilizing solution, minimal positive semi-definite solution.
In particular it turns out that under the assumption that the system underlying
(1.4) satisfies adequate generalized stabilizability, detectability an definiteness con-
ditions there exists a unique stabilizing solution Xs of (1.4); moreover, in the case
of periodic coefficients,

lim
t→−∞

[
X(t)−Xs(t)

]
= 0

for any solution X of (1.4) with X(tf ) ≥ 0.
In Section 7 we indicate that the results derived explicitly in this paper remain

valid for more general classes of nonlinear differential equations.
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2. Linear differential equations generating positive evolutions

2.1. Preliminaries. Let Rm×n be the linear space of real m × n matrices. On
Rm×n we consider the usual inner product

〈A,B〉 := TrBT A = trace BT A (2.1)

for all A and B ∈ Rm×n; throughout the paper the superscript T stands for the
transpose of a matrix or a vector.

The norm induced by the inner product (2.1) is

‖A‖ = 〈A,A〉1/2, (2.2)

which is known as the Frobenius norm of a matrix. Together with the inner product
(2.1) and the norm (2.2) on Rm×n we consider also the Euclidian norm (or spectral
radius) of the matrix A, that is

‖A‖2 =
√

λmax(AT A). (2.3)

Since Rm×n is a finite dimensional linear space it follows that the norms (2.2) and
(2.3) are equivalent.

Let Sn ⊂ Rn×n be the linear subspace of symmetric n×n-matrices. It is obvious
that the inner product (2.1) induces on Sn the structure of a Hilbert space while
the norm (2.3) induces on Sn the structure of a Banach space.

Let Sn
+ := {S ∈ Sn | S ≥ 0} be the convex cone of positive semi-definite matrices.

Then Sn
+ induces an order on Sn: X ≥ Y if and only if X − Y ∈ Sn

+.
An operator T : Sn → Sm is a positive operator if T (Sn

+) ⊂ Sm
+ ; in this case we

shall write T ≥ 0.
The following properties of the positive linear operators will be used often in the

paper.

Lemma 2.1. If T : Sn → Sn is a linear operator then the following assertions hold:
(i) T ≥ 0 if and only if T ∗ ≥ 0, T ∗ being the adjoint operator of T with respect

to the inner product (2.1).
(ii) If

‖T‖ := sup{‖TX‖2 : X ∈ Sn, ‖X‖2 ≤ 1} (2.4)
then T ≥ 0 implies ‖T‖ = ‖TIn‖2 where In is the identity n× n-matrix.

2.2. Linear differential equations generating positive evolutions. We note
that the continuity assumptions made on the coefficients of the differential equations
appearing in this paper are not essential – most results remain valid for locally
integrable and bounded coefficients if we consider solutions of (1.4) in the sense of
Caratheodory.

Let L : I → B(Sn) be a continuous operator valued function where I ⊆ R is an
interval and B(Sn) denotes the space of linear operators defined on Sn with values
in Sn. On Sn we consider the linear differential equation

d

dt
S(t) = L(t)[S(t)]. (2.5)

For each t0 ∈ I and H ∈ Sn we denote by S(·, t0,H) the solution of (2.5) with the
initial value S(t0, t0,H) = H. Based on known uniqueness arguments we obtain
that the function H → S(·, t0,H) is linear. For each (t, t0) the linear operator
T (t, t0) : Sn → Sn, T (t, t0)[H] := S(t, t0,H) is well-defined.



EJDE-2004/96 A CLASS OF NONLINEAR DIFFERENTIAL EQUATIONS 5

T (·, ·) will be termed the linear evolution operator on Sn defined by the
linear differential equation (2.5).

The next proposition summarizes well known properties of linear evolution op-
erators:

Proposition 2.2. We have:
(i) T (t, s)T (s, τ) = T (t, τ) for all t, s, τ ∈ I.
(ii) T (t, t) = ISn (the identity operator on Sn).
(iii) t 7→ T (t, s) satisfies d

dtT (t, s) = L(t)T (t, s).
(iv) s 7→ T ∗(t, s) satisfies d

dsT ∗(t, s) + L∗(s)T ∗(t, s) = 0.
(v) If L(t) ≡ L then

T (t, s) = eL(t−s) :=
∞∑

k=0

(t− s)k

k!
Lk,

where Lk is the k-th iteration of the operator L.
(vi) If there exists θ > 0 such that L(t + θ) = L(t) for all t ∈ R, then T (t +

θ, s + θ) = T (t, s) for all t, s ∈ R.

Let A : I → Rn×n be a continuous function. Set

LA(t)[S] := A(t)S + SAT (t) for all S ∈ Sn. (2.6)

By direct computation we may check that the linear evolution operator defined by
the linear differential equation (2.5) in the particular case of (2.6) is given by

TA(t, t0)[H] = ΦA(t, t0)HΦT
A(t, t0), (2.7)

where ΦA(t, t0) is the transition matrix of the linear differential equation

ẋ(t) = A(t)x(t).

The corresponding adjoint operators L∗A(t) and T ∗A(t, t0) are given here by

L∗A(t)S = AT (t)S + SA(t)

and
T ∗A(t, t0)[H] = ΦT

A(t, t0)HΦA(t, t0). (2.8)

Remark 2.3. ¿From (2.7) and (2.8) it is seen that both TA(t, t0) and T ∗A(t, t0) are
positive operators.

Motivated by the above remark we define

Definition 2.4. The linear differential equation (2.5) (or equivalently, the linear
operator valued function L) generates a positive evolution if

T (t, t0) ≥ 0 for all t, t0 ∈ I, t ≥ t0.

The next result shows that the property that generates a positive evolution is
preserved under some perturbations:

Proposition 2.5. Let L(t) := L0(t)+Π1(t) be such that L0(t) generates a positive
evolution and Π1(t) : Sn → Sn is a positive linear operator. Assume additionally
that t 7→ L0(t) and t 7→ Π1(t) are continuous operator valued functions. Under
these assumptions the operator valued function L generates a positive evolution.



6 V. DRAGAN, GERHARD FREILING, A. HOCHHAUS, T. MOROZAN EJDE-2004/96

Proof. Let T0(t, t0) be the linear evolution operator defined on Sn by the linear
differential equation

d

dt
S(t) = L0(t)[S(t)].

By assumption it follows that T0(t, t0) ≥ 0 for all t ≥ t0, t, t0 ∈ I. Let S(t) =
S(t, t0,H) be the solution of the initial value problem

d

dt
S(t) = L(t)[S(t)], S(t0, t0,H) = H, H ≥ 0.

We have to show that S(t) ≥ 0 for t ≥ t0, t ∈ I. The solution S(t) admits the
representation

S(t) = T0(t, t0)H +
∫ t

t0

T0(t, s)Π1(s)[S(s)] ds.

Let {Sk(t)}k≥0 be the sequence of Volterra approximations defined as

S0(t) := T0(t, t0)H, t ≥ t0,

Sk(t) := T0(t, t0)H +
∫ t

t0

T0(t, s)Π1(s)[Sk−1(s)] ds, t ≥ t0, k ≥ 1.

It is known that
S(t) = lim

k→∞
Sk(t), t ≥ t0. (2.9)

On the other hand we obtain inductively that Sk(t) ≥ 0, hence, from (2.9) we get
S(t) ≥ 0. Since T (t, t0)H = S(t, t0,H) it follows that T (t, t0) ≥ 0 and thus the
proof is complete. �

From Proposition 2.5 and Remark 2.3 we obtain the following result.

Corollary 2.6. Let LA,Π1(t) : Sn → Sn be defined by

LA,Π1(t)[S] := A(t)S + SAT (t) + Π1(t)[S], (2.10)

where A : I → Rn×n, Π1 : I → B(Sn) are continuous functions and Π1(t) ≥ 0 for
all t ∈ I. Then L generates a positive evolution.

Remark 2.7. The adjoint operator of LA,Π1(t) defined by (2.10) is given by

L∗A,Π1
(t)[S] = AT (t)S + SA(t) + Π∗1(t)[S] for all S ∈ Sn. (2.11)

The operators (2.10) and (2.11) contain as particular cases the Lyapunov-type
operators studied starting with pioneering works of Wonham [26, 27] in connec-
tion with the problem of exponential stability of the zero solution of a linear Itô
differential equation (see also [24, Section 4.6]).

For A and Π1 not depending on t the operators (2.10) and (2.11) were also
considered by Damm and Hinrichsen [9], Freiling and Hochhaus [17] (see also [2],
[8], [14], [18], [19]).

The next result can be proved following step by step the proof of [11, Proposition
4.4].

Proposition 2.8. Let L be an operator valued function which generates a positive
evolution on Sn. If t 7→ ‖L(t)‖ is bounded then there exist α, β > 0 such that

T (t, t0)In ≥ βe−α(t−t0)In and T ∗(t, t0)In ≥ βe−α(t−t0)In

for all t ≥ t0, t, t0 ∈ I.
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2.3. Exponential stability. In this subsection I ⊂ R is a right unbounded inter-
val and L : I → B(Sn) is a continuous operator valued function.

Definition 2.9. We say that L generates an exponentially stable evolution
if there exist α, β > 0 such that

‖T (t, t0)‖ ≤ βe−α(t−t0) for t ≥ t0, t, t0 ∈ I.

Our goal is to provide some necessary and sufficient conditions for exponential
stability in the case when L generates a positive evolution.

Theorem 2.10. Let L : R+ → B(Sn) be a bounded and continuous operator val-
ued function such that L generates a positive evolution. Then the following are
equivalent:

(i) L defines an exponentially stable evolution.
(ii) There exists some δ > 0 such that∫ t

t0

‖T (t, s)‖ ds ≤ δ for all t ≥ t0, t0 ∈ R+.

(iii) There exists some δ > 0 being independent of t and t0 with∫ t

t0

T (t, s)In ds ≤ δIn for all t ≥ t0, t0 ∈ R+. (2.12)

Proof. (i) ⇒ (ii) obvious (from definition).
(ii) ⇒ (iii) follows from 0 ≤ T (t, s)In ≤ ‖T (t, s)‖In.
It remains to prove (iii) ⇒ (i). Therefore let H : R+ → Sn be a bounded and

continuous function. This means that there exist γ1, γ2 ∈ R such that γ1In ≤
H(s) ≤ γ2In for s ≥ 0. Since T (t, s) is a positive operator we obtain

γ1T (t, s)In ≤ T (t, s)H(s) ≤ γ2T (t, s)In,

hence

γ1

∫ t

0

T (t, s)In ds ≤
∫ t

0

T (t, s)H(s) ds ≤ γ2

∫ t

0

T (t, s)In ds.

Using Proposition 2.8 and inequalities (2.12) we get

γ̃1In ≤
∫ t

0

T (t, s)H(s) ds ≤ γ̃2In for t ≥ 0

with some constants γ̃1, γ̃2 ∈ R. So we have obtained that t →
∫ t

0
T (t, s)H(s) ds is

bounded for arbitrary bounded and continuous functions H(s). Applying Perron’s
theorem (see [20]) we conclude that there exist α, β > 0 such that

‖T (t, t0)‖ ≤ βe−α(t−t0) for all t ≥ t0 ≥ 0,

and the proof is complete. �

Throughout the paper a function H : I → Sn is termed uniformly positive
and we write H(t) � 0 if there is a constant c > 0 such that H(t) ≥ cIn > 0 for all
t ∈ I.

The next theorem is a time-varying version of results that have been summarized
e.g. in [9] and [14] and generalizes classical results from Lyapunov theory which are
in the time-invariant case essentially due to Schneider [25].
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Theorem 2.11. Let L : I → B(Sn) be a continuous operator valued function such
that L generates a positive evolution and t 7→ ‖L(t)‖ is bounded. Then the following
are equivalent:

(i) L defines an exponentially stable evolution.
(ii) There exist α, β1 > 0 such that

‖T ∗(t, t0)‖ ≤ β1e
−α(t−t0) for all t ≥ t0, t, t0 ∈ I.

(iii) There exists δ > 0 being independent of t with∫ ∞

t

T ∗(s, t)In ds ≤ δIn for all t ∈ I.

(iv) The differential equation
d

dt
K(t) + L∗(t)[K(t)] + In = 0 (2.13)

has a bounded and uniformly positive solution K : I → Sn.
(v) For every continuous and bounded function H : I → Sn with H(t) � 0 the

differential equation
d

dt
K(t) + L∗(t)[K(t)] + H(t) = 0 (2.14)

has a bounded and uniformly positive solution.
(vi) There is a continuous and bounded function H : I → Sn, H(t) � 0, such

that the corresponding differential equation (2.14) has a bounded solution
K̂(t) ≥ 0, t ∈ I.

(vii) There exists a bounded C1-function K : I → Sn with bounded derivative
and K(t) � 0 which fulfills the linear differential inequality

d

dt
K(t) + L∗(t)[K(t)] � 0. (2.15)

Proof. First we prove (i) ⇔ (ii). Let ‖|T |‖ be the norm of the operator T induced
by (2.2) and ‖T‖ be the norm defined by (2.4). Since the norms defined by (2.2)
and (2.3) are equivalent it follows that there exist positive constants c1, c2 such that

c1‖T (t, t0)‖ ≤ ‖|T (t, t0)‖| ≤ c2‖T (t, t0)‖
and

c1‖T ∗(t, t0)‖ ≤ ‖|T ∗(t, t0)‖| ≤ c2‖T ∗(t, t0)‖.
Taking into account that ‖|T (t, t0)‖| = ‖|T ∗(t, t0)‖| one obtains that

c1

c2
‖T (t, t0)‖ ≤ ‖T ∗(t, t0)‖ ≤

c2

c1
‖T (t, t0)‖

which shows that (i) ⇔ (ii).
The implication (ii) ⇒ (iii) is obvious.
We prove now (iii) ⇒ (iv). Let K0(t) :=

∫∞
t

T ∗(s, t)In ds. From (iii) it follows
that K0 is well defined and bounded. Applying Proposition 2.8 we deduce that
there exists δ1 > 0 such that K0(t) ≥ δ1In. By direct computation, based on
Proposition 2.2, we get that K0 is differentiable and it solves equation (2.13).

We prove now (iv) ⇒ (iii). Let K : I → Sn be a bounded and uniformly positive
solution of equation (2.13). For all t ≤ τ , t, τ ∈ I we can write the representation
formula

K(t) = T ∗(τ, t)K(τ) +
∫ τ

t

T ∗(s, t)In ds.
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Since T ∗(τ, t) is a positive operator and K is a positive and bounded function, we
conclude that

0 ≤
∫ τ

t

T ∗(s, t)In ds ≤ K(t) ≤ δIn

for all t ≤ τ , t, τ ∈ I, where δ > 0 does not depend on t and τ . Taking the limit
for τ →∞ we obtain that (iii) holds.

We prove now (iii) ⇒ (v). Let H : I → Sn be a continuous function with the
property 0 < ν1In ≤ H(s) ≤ ν2In for all s ∈ I with ν1, ν2 being positive constants.
Since T ∗(s, t) is a positive operator we obtain

ν1T
∗(s, t)In ≤ T ∗(s, t)H(s) ≤ ν2T

∗(s, t)In,

which leads to

ν1

∫ τ

t

T ∗(s, t)In ds ≤
∫ τ

t

T ∗(s, t)H(s) ds ≤ ν2

∫ τ

t

T ∗(s, t)In ds .

Taking the limit for τ →∞ and invoking (iii), we deduce that for t in I,

ν1

∫ ∞

t

T ∗(s, t)In ds ≤
∫ ∞

t

T ∗(s, t)H(s) ds ≤ ν2

∫ ∞

t

T ∗(s, t)In ds ≤ ν2δIn .

We define K̃(t) :=
∫∞

t
T ∗(s, t)H(s) ds. Applying Proposition 2.8 we get

ν1
β

α
In ≤ K̃(s) ≤ ν2δIn for all t ∈ I.

Using Proposition 2.2 we obtain

K̃(t) = T ∗(τ, t)K̃(τ) +
∫ τ

t

T ∗(s, t)H(s) ds,

which shows that K̃ is a solution of (2.14) and thus (v) is fulfilled.
(v) ⇒ (vi) is obvious.
We prove now (vi) ⇒ (ii). Let K̂ : I → Sn be a bounded solution of equation

(2.14) such that K̂(t) ≥ 0, t ∈ I. For each t < τ , t, τ ∈ I, we write

K̂(t) = T ∗(τ, t)K̂(τ) +
∫ τ

t

T ∗(s, t)H(s) ds.

Since T ∗(τ, t) ≥ 0 and 0 ≤ K̂(t) ≤ ρIn for ρ > 0 not depending on t, we deduce
that

0 ≤
∫ τ

t

T ∗(s, t)H(s) ds ≤ K̂(t) ≤ ρIn,

which leads to 0 ≤
∫∞

t
T ∗(s, t)H(s) ds ≤ ρIn for t ∈ I. Based on Proposition 2.8

we deduce that there exists ρ0 > 0 such that

ρ0In ≤
∫ ∞

t

T ∗(s, t)H(s) ds =: K̃(t) ≤ ρIn. (2.16)

Let t0 ∈ I be fixed and let us define G(t) := T ∗(t, t0)K̃(t) for all t ≥ t0. It follows
that G(t) =

∫∞
t

T ∗(s, t0)H(s) ds. We have directly

d

dt
G(t) = −T ∗(t, t0)H(t) for all t ≥ t0. (2.17)

On the other hand there exist positive constants νi, i = 1, 2, such that

ν1In ≤ H(t) ≤ ν2In,



10 V. DRAGAN, GERHARD FREILING, A. HOCHHAUS, T. MOROZAN EJDE-2004/96

which leads to

ν1T
∗(t, t0)In ≤ T ∗(t, t0)H(t) ≤ ν2T

∗(t, t0)In. (2.18)

From (2.17) and (2.18) we infer
d

dt
G(t) ≤ −ν1T

∗(t, t0)In for all t ≥ t0.

On the other hand from (2.16) we get

ρ0T
∗(t, t0)In ≤ G(t) ≤ ρT ∗(t, t0)In, (2.19)

which leads to d
dtG(t) ≤ −αG(t) where α = ν1

ρ . By a standard argument we get
G(t) ≤ e−α(t−t0)G(t0) for all t ≥ t0. Using again (2.19) we deduce that

T ∗(t, t0)In ≤
ρ

ρ0
e−α(t−t0)In.

Hence ‖T ∗(t, t0)In‖2 ≤ ρ
ρ0

e−α(t−t0), therefore (ii) follows from Lemma 2.1, (ii).
(iv) ⇒ (vii) is obvious since any bounded and positive solution of (2.13) is also

a solution of (2.15).
(vii) ⇒ (vi). If K : I → Sn, K(t) � 0, is a bounded C1-function with bounded

derivative which solves (2.15), we define H(t) := − d
dtK(t)−L∗(t)[K(t)]. Therefore

K is a bounded and positive semi-definite solution of (2.14) corresponding to this
particular choice of H and the proof ends. �

Corollary 2.12. Let L := LA,Π1 be defined as in (2.10) with Π1(t) ≥ 0. If L
defines an exponentially stable evolution then the zero state equilibrium of the linear
differential equation

ẋ(t) = A(t)x(t)
is exponentially stable.

Proof. Using the equivalence (i) ⇔ (vii) of Theorem 2.11 we deduce that there
exists a bounded C1-function X : I → Sn with bounded derivative and X(t) � 0
which satisfies (2.15). Then it follows that

d

dt
X(t) + AT (t)X(t) + X(t)A(t) � 0,

which guarantees the exponential stability of the zero solution of the linear differ-
ential equation defined by A(t) and the proof ends. �

The next result extends to the case of operators generating positive evolutions,
a well known result concerning the uniqueness of bounded solutions of Lyapunov
equations.

Theorem 2.13. Let L : I → B(Sn) be a continuous and bounded operator valued
function which generates a positive and exponentially stable evolution. Then:

(a) For any bounded and continuous function H : I → Sn the differential equa-
tion (2.14) has a unique solution bounded on I. This solution has the
representation

K̃(t) =
∫ ∞

t

T ∗(s, t)H(s) ds for t ∈ I, (2.20)

T (s, t) being the linear evolution operator defined by the linear differential
equation (2.5).
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(b) If H(s) ≥ 0 then K̃(t) ≥ 0, and if H(s) � 0 then K̃(t) � 0.
(c) If L, H are periodic functions with period θ, then K̃ is a θ-periodic function,

and if L(t) ≡ L and H(t) ≡ H, then K̃(t) ≡ K̃ is constant with

K̃ = −(L∗)−1[H] =
∫ ∞

0

eL
∗sH ds .

Proof. (a) Since L(t) defines a stable evolution
∫∞

t
T ∗(s, t)H(s) ds is convergent

for each t ∈ I. Hence K̃(t) =
∫∞

t
T ∗(s, t)H(s) ds is well defined. For each τ ≥ t,

τ, t ∈ I we write

K̃(t) = T ∗(τ, t)K̃(τ) +
∫ τ

t

T ∗(s, t)H(s) ds.

Based on Proposition 2.2 we conclude that K̃ is differentiable and it solves (2.14).
Let now K̂ be another bounded solution of (2.14). We may write

K̂(t) = T ∗(τ, t)K̂(τ) +
∫ τ

t

T ∗(s, t)H(s) ds. (2.21)

Based on exponential stability and boundedness of K̂ we deduce

lim
τ→∞

T ∗(τ, t)K̂(τ) = 0.

Taking the limit for τ →∞ in (2.21) we get

K̂(t) =
∫ ∞

t

T ∗(s, t)H(s) ds = K̃(t),

and thus the uniqueness of the bounded solution is proved.
(b) If H(s) ≥ 0, then T ∗(s, t)H(s) ≥ 0, which implies K̃(t) ≥ 0. If H(s) ≥ µIn,

then, applying Proposition 2.8, we obtain that K̃(t) ≥ µ̃In for all t ∈ I.
(c) Let us suppose that there exists θ > 0 such that L(t+θ) = L(t) and H(t+θ) =

H(t) for all t ∈ I. We have

K̃(t + θ) =
∫ ∞

t+θ

T ∗(s, t + θ)H(s) ds =
∫ ∞

t

T ∗(σ + θ, t + θ)H(σ + θ) dσ

=
∫ ∞

t

T ∗(σ, t)H(σ) dσ = K̃(t),

hence K̃ is a θ-periodic function. Let now L(t) ≡ L, H(t) ≡ H, t ∈ I. In this case
the representation formula becomes

K̃(t) =
∫ ∞

t

eL
∗(s−t)H ds =

∫ ∞

0

eL
∗sH ds = K̃(0) for all t ∈ I,

which shows that K̃ is constant.
On the other hand the fact that L is a linear operator defined on a finite dimen-

sional Hilbert space together with exponential stability implies that the eigenvalues
of the operators L and L∗ are located in the left half-plane. Hence L∗ is invertible.
This shows that Ǩ := −(L∗)−1[H] is a constant solution of (2.14) but from the
uniqueness of the bounded solution of (2.14) it follows that Ǩ = K̃, thus the proof
is complete. �
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Let H : I → Sn be a fixed continuous function. If L(t) : Sn → Sn is a linear
operator and t 7→ L(t) is a continuous function then we associate with L two linear
differential equations on Sn:

d

dt
X(t) = L(t)[X(t)] + H(t) (2.22)

and
d

dt
Y (t) + L∗(t)[Y (t)] + H(t) = 0. (2.23)

Any solution of equation (2.22) has the representation

X(t) = T (t, t0)X(t0) +
∫ t

t0

T (t, s)H(s) ds for t ≥ t0, t, t0 ∈ I (2.24)

while any solution of equation (2.23) admits the representation

Y (t) = T ∗(t1, t)Y (t1) +
∫ t1

t

T ∗(s, t)H(s) ds for t ≤ t1, t ∈ I. (2.25)

Remark 2.14. (a) The representation formulae (2.24) and (2.25) suggest to
term equation (2.22) as the forward equation defined by L and equation
(2.23) as the backward equation defined by L.

(b) From (2.24) it is seen that if H is bounded and L generates an exponen-
tially stable evolution then all solutions of the forward equation (2.22) are
bounded on any subinterval [t0,∞) ⊂ I. Under the same assumptions the
backward equation (2.23) has a unique solution which is bounded on all
subintervals [t0,∞) ⊂ I, namely the solution given by (2.20).

(c) From (2.24), (2.25) it follows that if L generates a positive evolution and
H(s) ≥ 0 for s ∈ I and if there exists τ ∈ I such that X(τ) ≥ 0, Y (τ) ≥ 0
respectively, then X(t) ≥ 0 for all t ≥ τ and Y (t) ≥ 0 for all t ∈ (−∞, τ ]∩I,
respectively.

The next result shows that, in the case when I = R, a version of Theorem 2.13
for the forward differential equation (2.22) holds.

Proposition 2.15. Let L : R → B(Sn) be a continuous and bounded function.
Assume that L generates an exponentially stable evolution. Then:

(a) For each bounded and continuous function H : R → Sn the forward differ-
ential equation (2.22) has a unique bounded solution on R,

X̃(t) =
∫ t

−∞
T (t, s)H(s) ds.

(b) If L generates a positive evolution and H(t) ≥ 0, then X̃(t) ≥ 0 for all
t ∈ R, and if H(t) � 0, then X̃(t) � 0.

(c) If L and H are θ-periodic functions, then X̃ is θ-periodic function too. If
L(t) ≡ L and H(t) ≡ H for all t ∈ R, then X̃ is constant, and it is given
by

X̃ = −L−1[H].

Proof. The proof is similar to the one of Theorem 2.13 and it is based on the
representation formula (2.24). �
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Associated with L : R → B(Sn) we define L] : R → B(Sn) by L](t) := L∗(−t).
If t 7→ L(t) is continuous then t 7→ L](t) is also continuous.

Let T ](t, t0) be the linear evolution operator on Sn defined by the differential
equation

d

dt
S(t) = L](t)[S(t)].

Proposition 2.16. The following assertions hold:
(i) T ](t, t0) = T ∗(−t0,−t) for all t, t0 ∈ R, T (·, ·) being the linear evolution

operator defined by (2.5).
(ii) L generates a positive evolution if and only if L] generates a positive evo-

lution.
(iii) L generates an exponentially stable evolution if and only if L] generates an

exponentially stable evolution.
(iv) X : R → Sn is a solution of the forward equation (2.22) if and only if

Y (t) = X(−t) defines a solution of the backward equation
d

dt
Y (t) + [L](t)]∗(Y (t)) + H(−t) = 0.

Proof. (i) follows directly from the uniqueness of the solution of a linear initial
value problem.

(ii) and (iii) follow from (i), while (iv) is obtained by direct calculation. �

Remark 2.17. If L(t) ≡ L for all t ∈ R, then L] = L∗. In this case Proposition
2.16 recovers the well-known fact from stationary framework that the operator L
generates an exponentially stable evolution if and only if its adjoint operator L∗
generates an exponentially stable evolution. In the time-varying case the fact that
the operator L generates an exponentially stable evolution does not guarantee that
L∗ generates an exponentially stable evolution.

Combining the results from Theorem 2.11 and Proposition 2.16 one obtains
necessary and sufficient conditions for exponential stability expressed in terms of
the forward differential equation (2.22) in the case I = R.

Theorem 2.18. Let L : R → B(Sn) be a continuous and bounded operator valued
function which generates a positive evolution. Then the following are equivalent:

(i) L defines an exponentially stable evolution.
(ii) There exists some δ > 0 such that∫ t

−∞
T (t, s)In ds ≤ δIn for all t ∈ R.

(iii) The forward differential equation
d

dt
K(t) = L(t)[K(t)] + In

has a bounded and uniformly positive solution.
(iv) For any bounded and continuous function H : R → Sn with H(t) � 0 the

differential equation (2.22) has a bounded and uniformly positive solution
on R.

(v) There is a bounded and continuous function H : R → Sn with H(t) �
0 such that the corresponding forward differential equation (2.22) has a
bounded solution X̃ : R → Sn with X̃(t) ≥ 0.
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(vi) There exists a bounded C1-function K : R → Sn with bounded derivative
and K(t) � 0 with satisfies

d

dt
K(t)− L(t)K(t) � 0 for all t ∈ R.

Remark 2.19. (a) When L is a periodic function with period θ, then the
function K in (vi) may be chosen as a θ-periodic one.

(b) If L(t) ≡ L then the results stated in Theorems 2.11 and 2.18 reduce to the
known results from the time-invariant case [9, 17].

At the end of this section we shall prove a time-varying version of the result in
[17, Lemma 3.7].

First we introduce the following concept of detectability which extends the clas-
sical definition of the detectability of a linear system to this general framework.

Definition 2.20. If LA,Π1 is defined as in (2.10) and if C : I → Rp×n is a
bounded and continuous function then the pair (C,LA,Π1) – or equivalently the
triple (C,A, Π1) – is called detectable if there exists a bounded and continuous
function K : I → Rn×p such that the operator LA+KC,Π1 generates an exponen-
tially stable evolution. A function K having the above-mentioned properties is
called a stabilizing injection.

Applying the implication (vii) ⇒ (i) in Theorem 2.11 and taking into account
the form of the adjoint operator of LA+KC,Π1(t) we obtain immediately:

Corollary 2.21. Let A : I → Rn×n, C : I → Rp×n and Π1 : I → B(Sn) be contin-
uous functions with Π1(t) ≥ 0 for all t ∈ I. Then the following are equivalent:

(i) (C,A,Π1) is detectable.
(ii) There exist a bounded C1-function X : I → Sn with bounded derivative and

X(t) � 0 and a bounded and continuous function D : I → Rn×p which
solve the linear differential inequality

d

dt
X(t) + L∗A,Π1

(t)[X(t)] + D(t)C(t) + CT (t)DT (t) � 0. (2.26)

Moreover if (X, D) is a solution of (2.26) with X(t) � 0 then K(t) := X−1(t)D(t)
is a stabilizing injection.

Definition 2.20 of the detectability can be extended in a natural way to the case
of operators which generate a positive evolution:

Definition 2.22. If L : I → B(Sn) is a bounded and continuous operator val-
ued function such that L generates a positive evolution and if C : I → Rp×n is a
bounded and continuous function then the pair (C,L) is called detectable if there
exists a bounded and continuous function K : I → Rn×p such that the operator
LK(t) : Sn → Sn with

LK(t)[S] := L(t)[S] + K(t)C(t)S + SCT (t)KT (t) (2.27)

generates a positive and exponentially stable evolution.

Now we prove the following result.

Theorem 2.23. Let L : I → B(Sn) be a bounded and continuous operator valued
function, and let C : I → Rp×n be a bounded and continuous function. Assume:

(i) L generates a positive evolution;
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(ii) (C,L) is detectable;
(iii) The backward differential equation

d

dt
P (t) + L∗(t)[P (t)] + CT (t)C(t) = 0 (2.28)

has a bounded and positive semi-definite solution P : I → Sn.
Under these assumptions the operator L generates an exponentially stable evolution.

Proof. Our proof extends the ideas of [14, Lemma 3.2] to the time-varying case.
Let (t0,H) ∈ I × Sn

+ be fixed and let X(t) = X(t, t0,H) be the solution of the
linear differential equation

d

dt
X(t) = L(t)[X(t)], X(t0) = H. (2.29)

Since L generates a positive evolution we have X(t) ≥ 0 for all t ≥ t0. If K is a
stabilizing injection then equation (2.29) may be rewritten as

d

dt
X(t) = LK(t)[X(t)]−K(t)C(t)X(t)−X(t)(K(t)C(t))T , (2.30)

where LK is defined in (2.27). Moreover if TK(t, s) is the linear evolution operator
defined by LK on Sn, then there exist α, β > 0 such that

‖TK(t, s)‖ ≤ βe−2α(t−s) for t ≥ s, t, s ∈ I.

Consider the perturbed operator Lε defined by Lε(t)[X] := LK(t)[X]+ ε2X, t ∈ I,
X ∈ Sn, and let Tε(t, s) be the linear evolution operator defined by Lε on Sn. By a
standard argument, based on the Gronwall-Bellman Lemma, one obtains that there
exists ε0 > 0 such that for arbitrary ε ∈ [0, ε0]

‖Tε(t, s)‖ ≤ βe−α(t−s) for t ≥ s, t, s ∈ I. (2.31)

Let ε > 0 be fixed such that (2.31) is fulfilled, and let Y (t) = Y (t, t0,H) be the
solution of the initial value problem

d

dt
Y (t) = Lε(t)[Y (t)] +

1
ε2

K(t)C(t)X(t)CT (t)KT (t), Y (t0) = H. (2.32)

Since X 7→ ε2X is a positive linear operator and LK generates a positive evolution
then by Proposition 2.5 one obtains that Lε generates a positive evolution. Thus we
may conclude that the solution of the forward differential equation (2.32) satisfies
Y (t) ≥ 0 for all t ≥ t0. Set Z(t) := Y (t)−X(t). Subtracting (2.30) from (2.32) we
obtain

d

dt
Z(t) = Lε[Z(t)] + G(t), Z(t0) = 0,

where G(t) := (εIn + 1
εK(t)C(t))X(t)(εIn + 1

εK(t)C(t))T ≥ 0 for t ≥ t0.
Invoking again the fact that Lε generates a positive evolution, one obtains that

Z(t) ≥ 0, i.e. 0 ≤ X(t) ≤ Y (t), t ≥ t0 which leads to

‖X(t)‖2 ≤ ‖Y (t)‖2 for t ≥ t0. (2.33)

Further we write

Y (t) = Tε(t, t0)H +
1
ε2

∫ t

t0

Tε(t, s)K(s)C(s)X(s)CT (s)KT (s) ds.
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With (2.31) we get

‖Y (t)‖2 ≤ βe−α(t−t0)‖H‖2+
β

ε2
ρ

∫ t

t0

e−α(t−s)‖C(s)X(s)CT (s)‖2 ds, t ≥ t0, (2.34)

where ρ := sups∈I ‖K(s)‖22. On the other hand

‖C(s)X(s)CT (s)‖2 = λmax[C(s)X(s)CT (s)]

≤ Tr[C(s)X(s)CT (s)] = 〈CT (s)C(s), X(s)〉.

Using (2.28) we infer

〈CT (s)C(s), X(s)〉 = −〈 d

ds
P (s), X(s)〉 − 〈L∗(s)[P (s)], X(s)〉

= −〈 d

ds
P (s), X(s)〉 − 〈P (s),

d

ds
X(s)〉 = − d

ds
〈P (s), X(s)〉.

So we have∫ t

t0

‖C(s)X(s)CT (s)‖2 ds ≤ 〈P (t0), X(t0)〉 − 〈P (t), X(t)〉 for t ≥ t0.

Since 〈P (t), X(t)〉 ≥ 0 and P is bounded, we deduce that there exists ρ̃ > 0 such
that ∫ t

t0

‖C(s)X(s)CT (s)‖2 ds ≤ ρ̃‖H‖2 for t ≥ t0.

Hence, we get for τ > t0∫ τ

t0

∫ t

t0

e−α(t−s)‖C(s)X(s)CT (s)‖2 ds dt

=
∫ τ

t0

∫ τ

s

e−α(t−s) dt‖C(s)X(s)CT (s)‖2 ds

≤ 1
α

∫ τ

t0

‖C(s)X(s)CT (s)‖2 ds ≤ ρ̃

α
‖H‖2.

(2.35)

Combining (2.34) with (2.35) we obtain∫ τ

t0

‖Y (t)‖2 dt ≤ δ‖H‖2 for τ ≥ t0, (2.36)

where δ := β
α (1 + ρρ̃

ε2 ) is independent of (t0,H). Taking the limit for τ → ∞ in
(2.36) and using (2.33) we obtain that∫ ∞

t0

‖X(t)‖2 dt ≤ δ‖H‖2 for t0 ∈ I, H ∈ Sn
+. (2.37)

For every H ∈ Sn there exist Hi ∈ Sn
+, i = 1, 2, such that H = H1 − H2 and

‖H‖2 = max{‖H1‖2, ‖H2‖2}. Since X(t, t0,H) = X(t, t0,H1) − X(t, t0,H2) we
may infer that (2.37) holds for arbitrary t0 ∈ I and H ∈ Sn. The conclusion in the
statement follows now from Datko type criteria for exponential stability and the
proof is complete. �

Finally we remark that the result proved in Theorem 2.23 is an alternative for
implication (vi) ⇒ (i) in Theorem 2.11 for the case when H(t) is not uniformly
positive but only positive semi-definite. Here the loss of the uniform positivity of
the forcing term of equation (2.14) is compensated by detectability.
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3. A general class of Riccati-type differential equations

3.1. Notation and preliminary remarks. In this section we deal with nonlinear
differential equations of the form

d

dt
X(t) + AT (t)X(t) + X(t)A(t) + M(t) + Π1(t)[X(t)]

−
{
X(t)B(t) + Π12(t)[X(t)] + L(t)

}{
R(t) + Π2(t)[X(t)]

}−1

×
{
X(t)B(t) + Π12(t)[X(t)] + L(t)

}T = 0,

(3.1)

where A : I → Rn×n, B : I → Rn×m, L : I → Rn×m, M : I → Sn and R : I → Sm

are bounded and continuous functions on some right unbounded interval I ⊂ R,
and Π: I → C(Sn,Sn+m), C(Sn,Sn+m) being the space of continuous operators
defined on Sn with values in Sn+m, with

Π(t)[X] =
(

Π1(t)[X] Π12(t)[X](
Π12(t)[X]

)T Π2(t)[X]

)
, X ∈ Sn, (3.2)

is a bounded and continuous operator valued function.
Throughout this section we assume that X → Π(t)[X] satisfies the assumptions:

(Π1) X → Π(t)[X] is uniformly globally Lipschitz
(Π2) Π(t)[X1] ≤ Π(t)[X2] for t ∈ I and X1, X2 ∈ Sn with X1 < X2

(Π3) Π(t)[0] = 0.

Remark 3.1. (a) Condition (Π3) is satisfied without loss of generality since
if Π(t)[0] 6= 0 we can modify the values of M(t), L(t), R(t) to achieve
Π(t)[0] = 0.

(b) If assumptions (Π2) and (Π3) are fulfilled then for each t, Π(t) is a positive
operator.

In some particular cases of the operator Π equation (3.1) was investigated in
connection with certain control problems for linear control systems. Thus, if Π ≡ 0,
(3.1) reduces to the well-known Riccati differential equation intensively studied in
particular since the pioneering work of Kalman [22]; we shall show that the solutions
of (3.1) have many of the nice properties of the solutions of symmetric matrix
Riccati differential equations.

In the special case

Π(t)[X] =
(
C(t) D(t)

)T
X
(
C(t) D(t)

)
(3.3)

the corresponding equation (3.1) was considered in several papers, in connection
with the linear-quadratic optimization problem with indefinite sign for linear sto-
chastic system with multiplicative white noise (see [3, 4, 5]). Systems of coupled
rational differential equations of type (3.1) with Π(t) as in (3.3) were studied in
[12].

Equation (3.1) was investigated in detail in [16] and [17], where it partially was
assumed that A, B, L, M , R and Π(X) are constant. In this paper we present
various results which extend [12, 17] to the general case of equations of type (3.1).
We mention that it is also possible to derive discrete-time versions of these results
obtained in this section, in the time-invariant case they can be found in [15] and
[1, Chapter 6.8].
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Definition 3.2. A C1-function X : I1 ⊂ I → Sn is a solution of equation (3.1) if

det
{
R(t) + Π2(t)[X(t)]

}
6= 0 for all t ∈ I1

and if X verifies the relation (3.1) on I1.

We introduce the notation

D(R) :=
{
(t, X) ∈ I × Sn : det

{
R(t) + Π2(t)[X]

}
6= 0
}

and R : D(R) → Sn by

R(t, X) = AT (t)X + XA(t) + Π1(t)[X] + M(t)

−
{
XB(t) + Π12(t)[X] + L(t)

}{
R(t) + Π2(t)[X]

}−1

×
{
XB(t) + Π12(t)[X] + L(t)

}T
.

(3.4)

So equation (3.1) can be written in a compact form as

d

dt
X(t) +R(t, X(t)) = 0. (3.5)

As we can see the operator R and consequently equation (3.5) are associated to the
quadruple Σ = (A,B, Π,Q) where (A,B,Π) are as before and Q is defined by

Q(t) :=
(

M(t) L(t)
L(t)T R(t)

)
.

We introduce the so called generalized dissipation matrix λΣ : C1(I,Sn) → Sn+m

associated to the quadruple Σ by

λΣ(t, X) =
(

λ1(t) XB(t) + Π12(t)[X] + L(t){
XB(t) + Π12(t)[X] + L(t)

}T
R(t) + Π2(t)[X]

)
,

where

λ1(t) =
d

dt
X(t) + AT (t)X(t) + X(t)A(t) + Π1(t)[X(t)] + M(t)

and C1(I,Sn) is the space of C1-functions defined on the interval I taking values
in Sn. Notice that

d

dt
X(t) +R(t, X(t))

is the Schur complement of R(t) + Π2(t)[X(t)] in λΣ(t, X(t)).
The following two subsets of

C1
b (I,Sn) =

{
X ∈ C1(I,Sn) : X,

d

dt
X are bounded

}
will play an important role in the next developments:

ΓΣ =
{
X ∈ C1

b (I,Sn) : λΣ[X(t)] ≥ 0, R(t) + Π2(t)[X(t)] � 0, t ∈ I
}

,

Γ̃Σ =
{
X ∈ C1

b (I,Sn) : λΣ[X(t)] � 0, t ∈ I
}

.

Remark 3.3. (a) In the case when Π2(t) is the zero operator then in the
definition of the set ΓΣ we ask R(t) � 0 which is the usual condition used
in the case of Riccati differential equations of deterministic and stochastic
control. If Π2(t) is not the zero operator it is not necessary to make any
assumptions concerning the sign of R(t).
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(b) We shall see later that if A, B, Π, Q are θ-periodic functions and if ΓΣ is not
empty (Γ̃Σ is not empty, respectively) then ΓΣ contains also a θ-periodic
function (Γ̃Σ contains also a θ-periodic function). Moreover, we shall show
that if A(t) = A, B(t) = B, Π(t) = Π, Q(t) = Q for all t ∈ R and if ΓΣ

is not empty, (Γ̃Σ is not empty, respectively) then there exists a constant
symmetric matrix X ∈ ΓΣ (X ∈ Γ̃Σ, respectively).

(c) Based on the Schur complement one obtains that ΓΣ contains in particular
all bounded solutions of equation (3.1) verifying the additional condition
R(t) + Π2(t)[X(t)] � 0.

The following result will be used frequently in the proofs of the remainder of the
paper, it follows easily by direct calculation (see [17, Lemma 4.2]).

Lemma 3.4. If W : I → Rm×n is a continuous function, then for all (t,X) ∈ D(R)

R(t,X) = [A(t) + B(t)W (t)]T X + X[A(t) + B(t)W (t)]

−
[
W (t)− FX(t)

]T{
R(t) + Π2(t)[X]

}[
W (t)− FX(t)

]
+
(

In

W (t)

)T [
Q(t) + Π(t)[X]

]( In

W (t)

)
where here and below

FX(t) := −
{
R(t) + Π2(t)[X]

}−1{
X(t)B(t) + Π12(t)[X] + L(t)

}T

is the feedback matrix defined by X.

In the following we will use operators LA+BW (t) : Sn → Sn, where

LA+BW (t)[X] = [A(t) + B(t)W (t)]X + X[A(t) + B(t)W (t)]T

and ΠW (t) : Sn → Sn defined by

ΠW (t)[X] =
(

In

W (t)

)T

Π(t)[X]
(

In

W (t)

)
. (3.6)

It is clear that ΠW (t) is a monotone increasing operator for all t.
With these notations R(t, X) can be rewritten as

R(t, X) = L∗A+BW (t)[X] + ΠW (t)[X] + MW (t)

−
[
W (t)− FX(t)

]T{
R(t) + Π2(t)[X]

}[
W (t)− FX(t)

] (3.7)

where

MW (t) =
(

In

W (t)

)T

Q(t)
(

In

W (t)

)
.

3.2. A comparison theorem and its consequences. First we present a result
which extends the conclusions of Remark 2.14, (c), to a nonlinear framework. The
proof of this result is based on the techniques of Volterra approximations (as in
Proposition 2.5) and it is omitted for shortness.

Proposition 3.5. Let L : I → B(Sn), Π̂ : I → C(Sn,Sn) be bounded and contin-
uous operator valued functions. Assume that L generates a positive evolution and
Π̂ satisfies the assumptions (Π1) – (Π3).

Let H : I → Sn
+ be a continuous and bounded function. Under these conditions

the following hold:
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(i) If X : I → Sn is a global solution of the nonlinear differential equation
d

dt
X(t) = L(t)[X(t)] + Π̂(t)[X(t)] + H(t)

such that X(τ) ≥ 0 for some τ ∈ I, then X(t) ≥ 0 for all t ≥ τ .
(ii) If Y : I → Sn is a global solution of the nonlinear differential equation

d

dt
Y (t) + L∗(t)[Y (t)] + Π̂(t)[Y (t)] + H(t) = 0

such that Y (τ) ≥ 0 for some τ ∈ I, then Y (t) ≥ 0 for all t ∈ (−∞, τ ] ∩ I.

As a consequence of the above Proposition one obtains the following important
result concerning the monotonic dependence of the solutions of equation (3.1) with
respect to the data (which was already proved in [17] under the additional assump-
tion that X 7→ Π(t)[X] is linear; for an elementary special case see [3, Corollary
3.4]).

Theorem 3.6 (Comparison Theorem). Let R̂ be the operator (3.4) associated to
the quadruple Σ̂ = (A,B,Π, Q̂) and R̃ be the operator of type (3.4) associated to the
quadruple Σ̃ = (A,B, Π, Q̃) where A, B, Π are as before and Q̂(t) =

(
M̂(t) L̂(t)

L̂(t)T R̂(t)

)
,

Q̃(t) =
(

M̃(t) L̃(t)

L̃(t)T R̃(t)

)
with L̂(t), L̃(t) ∈ Rn×m, M̂(t), M̃(t) ∈ Sn and R̂(t), R̃(t) ∈

Sm. Let Xi : I1 ⊂ I → Sn, i = 1, 2, be solutions of
d

dt
X1(t) + R̂(t, X1(t)) = 0,

d

dt
X2(t) + R̃(t, X2(t)) = 0.

Assume that
(a) Q̂(t) ≥ Q̃(t) for all t ∈ I;
(b) R̃(t) + Π2(t)[X2(t)] > 0 for t ∈ I1;
(c) there exists τ ∈ I1 such that X1(τ) ≥ X2(τ).

Under these conditions we have X1(t) ≥ X2(t) for all t ∈ (−∞, τ ] ∩ I1.

Proof. Let

F1(t) := −
{
R̂(t) + Π2(t)[X1(t)]

}−1{
X1(t)B(t) + Π12(t)[X1(t)] + L̂(t)

}T

and

F2(t) := −
{
R̃(t) + Π2(t)[X2(t)]

}−1{
X2(t)B(t) + Π12(t)[X2(t)] + L̃(t)

}T
.

Applying Lemma 3.4 for W (t) = F1(t) one obtains
d

dt
X1(t) + L∗A+BF1

(t)[X1(t)] + ΠF1(t)[X1(t)] + M̂F1(t) = 0

and
d

dt
X2(t) + L∗A+BF1

(t)[X2(t)] + ΠF1(t)[X2(t)] + M̃F1(t)

−
[
F1(t)− F2(t)

]T{
R̃(t) + Π2(t)[X2(t)]

}[
F1(t)− F2(t)

]
= 0.

This leads to
d

dt

[
X1(t)−X2(t)

]
+ L∗A+BF1

(t)
[
X1(t)−X2(t)

]
+ Π̂(t)

[
X1(t)−X2(t)

]
+ H(t) = 0,

where
Π̂(t)[Y ] := ΠF1(t)[Y + X2(t)]−ΠF1(t)[X2(t)]
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and

H(t) :=
[
F1(t)− F2(t)

]T{
R̃(t) + Π2(t)[X2(t)]

}[
F1(t)− F2(t)

]
+ M̂F1(t)− M̃F1(t).

Since

M̂F1(t)− M̃F1(t) =
(

In

F1(t)

)T [
Q̂(t)− Q̃(t)

]( In

F1(t)

)
≥ 0

it follows that H(t) ≥ 0 for all t ∈ I1.
On the other hand it is not difficult to see that the above operator Π̂(t) verifies

the hypotheses (Π1) – (Π3).
Applying Proposition 3.5, (ii), to the backward equation verified by X1 − X2

one gets that X1(t) − X2(t) ≥ 0 for all t ∈ (−∞, τ ] ∩ I1 and thus the proof is
complete. �

Using the above theorem we prove the following result concerning the maximal
interval of definition of a solution of (3.1) with given terminal conditions.

Theorem 3.7. Assume that Σ = (A,B,Π,Q) satisfies ΓΣ 6= ∅. Let

D̃(R) :=
{

(τ,X) ∈ D(R) : ∃X̂ ∈ ΓΣ such that X ≥ X̂(τ)
}

and let X(·, τ, X0) be the solution of equation (3.1) with X(τ, τ,X0) = X0.
If (τ,X0) ∈ D̃(R) then the solution X(·, τ, X0) is well defined on (−∞, τ ] ∩ I.

Proof. Let Iτ,X0 ⊂ (−∞, τ ] be the maximal interval on which X(·, τ, X0) is defined
and let X̂ ∈ ΓΣ be such that X0 ≥ X̂(τ). Obviously there exists a bounded and
continuous function M` : I → Sn such that M`(t) ≤ 0 and

d

dt
X̂(t) +R(t, X̂(t)) + M`(t) = 0.

Applying Theorem 3.6 for the quadruples Σ̂ = Σ and Σ̃ = (A,B,Π, Q̃) with

Q̃(t) :=
(

M(t) + M`(t) L(t)
LT (t) R(t)

)
= Q(t) +

(
M`(t) 0

0 0

)
we conclude that

X(t, τ, X0) ≥ X̂(t) for all t ∈ Iτ,X0 . (3.8)

Let Y be the solution of the terminal value problem
d

dt
Y (t) + AT (t)Y (t) + Y (t)A(t) + Π1(t)[Y (t)] + M(t) = 0, Y (τ) = X0. (3.9)

Since Y → Π1(t)[Y ] is uniformly globally Lipschitz it follows that Y (t) is well
defined for all t ∈ I. By direct calculation we obtain that

d

dt

[
Y (t)−X(t)

]
+ L∗A(t)

[
Y (t)−X(t)

]
+ Π̂(t)

[
Y (t)−X(t)

]
+ Ĥ(t) = 0 (3.10)

for t ∈ Iτ,X0 where X(t) = X(t, τ, X0). Here

Ĥ(t) := FT (t)
{
R + Π2(t)[X(t)]

}
F (t)

with F (t) := FX(t), and the map Y → Π̂(t)[Y ] is defined by

Π̂(t)[Y ] = Π1(t)[Y + X(t)]−Π1(t)[X(t)].

¿From (3.8) and assumption (Π2) we deduce that

R(t) + Π2(t)[X(t)] ≥ R(t) + Π2(t)[X̂(t)] � 0.
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So Ĥ(t) ≥ 0 for t ∈ Iτ,X0 . Proposition 3.5, (ii), applied in the case of equation
(3.10), gives

X(t) ≤ Y (t) (3.11)
for all t ∈ Iτ,X0 . From (3.8), (3.11) and X̂ ∈ ΓΣ it follows easily that X(t, τ, X0) is
defined for all t ∈ (−∞, τ ] ∩ I and thus the proof ends. �

The proof of Theorem 3.7 shows that – as a consequence of the Comparison The-
orem – each element X̂ ∈ ΓΣ is providing a lower bound for the solution X(·, τ, X0)
of (3.1) (see (3.8)), whereas the solution Y of (3.9) gives an upper bound.

Corollary 3.8. Assume that 0 ∈ ΓΣ. Then for all (τ,X0) ∈ I × Sn
+ the solution

X(·, τ, X0) of equation (3.1) is defined on the whole interval (−∞, τ ]∩I and fulfills
there the inequality

0 ≤ X(t, τ, X0) ≤ Y (t),
where Y is the solution of (3.9). Moreover if X0 > 0 then X(t, τ, X0) > 0 for all
t ∈ I with t ≤ τ .

Proof. Since 0 ∈ ΓΣ it follows that I × Sn
+ ⊂ D̃(R). So from the above theorem

one obtains that X(t, τ, X0) is well defined for all t ∈ (−∞, τ ] ∩ I for arbitrary
(τ,X0) ∈ I × Sn

+.
The inequality X(t, τ, X0) ≥ 0 is just (3.8) for X̂(t) ≡ 0. On account of (3.11)

it remains to prove that X(t, τ, X0) > 0 if X0 > 0. To this end we set X(t) =
X(t, τ, X0) and F (t) = FX(t) for t ∈ I with t ≤ τ . Applying Lemma 3.4 for
W (t) = F (t) one obtains

d

dt
X(t) + L∗A+BF (t)[X(t)] + ΠF (t)[X(t)] + MF (t) = 0.

Further we write the representation formula

X(t) = ΦT
A+BF (τ, t)X0ΦA+BF (τ, t) +

∫ τ

t

ΦT
A+BF (s, t)H(s)ΦA+BF (s, t) ds,

where ΦA+BF (s, t) is the fundamental matrix solution defined by
d

ds
ΦA+BF (s, t) =

[
A(s) + B(s)F (s)

]
ΦA+BF (s, t), ΦA+BF (t, t) = I

and where

H(s) = ΠF (s)[X(s)] + MF (s) for s ∈ I with s ≤ τ.

The assumption 0 ∈ ΓΣ is equivalent to

R(t) � 0 and
(

M(t) L(t)
LT (t) R(t)

)
≥ 0. (3.12)

From (3.12) and the monotonicity of Π(s)[·] we conclude that H(s) ≥ 0 for all s ∈ I
with s ≤ τ . From the representation formula we obtain that

X(t) ≥ ΦT
A+BF (τ, t)X0ΦA+BF (τ, t) > 0.

For the last inequality we have taken into account that X0 > 0 and ΦA+BF (τ, t) is
invertible, thus the proof is complete. �

The next result provides a set of sufficient conditions which guarantee the exis-
tence of the minimal positive semi-definite solution ˜̃X of equation (3.1).

Theorem 3.9. Assume that:
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(a) 0 ∈ ΓΣ;
(b) The nonlinear differential equation (3.9) has a bounded solution X̃ : I → Sn

such that X̃(t) ≥ 0.

Under these conditions the differential equation (3.1) has a solution ˜̃X : I → Sn

with the additional property 0 ≤ ˜̃X(t) ≤ X̄(t) for all t ∈ I, for any bounded and
positive semi-definite solution X̄ : I → Sn of equation (3.1).

Additionally if A, B, Π, Q are periodic functions with period θ > 0, then ˜̃X
is a periodic function with the same period θ. Moreover if A(t) ≡ A, B(t) ≡ B,
Π(t) ≡ Π, Q(t) ≡ Q for all t ∈ I, then ˜̃X is constant and it solves the nonlinear
algebraic equation

AT X + XA + Π1(X) + M − [XB + Π12(X) + L]

× [R + Π2(X)]−1[XB + Π12(X) + L]T = 0.
(3.13)

Proof. For each τ ∈ I let Xτ (t) = X(t, τ, 0) be the solution of (3.1) such that
Xτ (τ) = 0. From Corollary 3.8 we have that Xτ is well defined on (−∞, τ ]∩I and
Xτ (t) ≥ 0 for all t ∈ I with t ≤ τ .

We show that:
(α) Xτ1(t) ≤ Xτ2(t) for all t ∈ I with t ≤ τ1 < τ2.
(β) Xτ (t) ≤ Ỹ (t) for all t ∈ I with t ≤ τ , where Ỹ is a bounded and positive

semi-definite solution of equation (3.9).
If τ1 < τ2 ∈ I, then Xτ2(τ1) ≥ 0 = Xτ1(τ1). Then, based on Theorem 3.6 we obtain
that Xτ2(t) ≥ Xτ1(t) for t ∈ (−∞, τ1] ∩ I and thus item α) is valid.

On the other hand if Ỹ : I → Sn is a bounded and positive semi-definite solution
of equation (3.9) then for arbitrary τ ∈ I we can write

d

dt

[
Ỹ (t)−Xτ (t)

]
+ L∗A(t)

[
Ỹ (t)−Xτ (t)

]
+ Π̂(t)

[
Ỹ (t)−Xτ (t)

]
+ Hτ (t) = 0

where
Π̂(t)[Z] = Π1(t)[Z + Xτ (t)]−Π1(t)[Xτ (t)]

and
Hτ (t) = FT

τ (t)
{
R(t) + Π2(t)[Xτ (t)]

}
Fτ (t)

where Fτ (t) := FXτ (t). It is easy to verify that Z → Π̂(t)[Z] satisfies the assump-
tions (Π1) – (Π3) and that Hτ (t) ≥ 0.

Taking into account that Ỹ (τ) − Xτ (τ) = Ỹ (τ) ≥ 0 we obtain via Proposition
3.5, (ii), that Ỹ (t)−Xτ (t) ≥ 0 for all t ∈ I with t ≤ τ , and thus item β) holds.

From (α) and (β) we deduce that ˜̃X : I → Sn is well defined by
˜̃X(t) := lim

τ→∞
Xτ (t) for t ∈ I. (3.14)

Obviously 0 ≤ X̃(t) ≤ Ỹ (t). In a standard way we can show that ˜̃X(t) is a solution
of equation (3.1). If X̄ : I → Sn is a bounded and positive semi-definite solution
of (3.1), then, using Theorem 3.6, we obtain that Xτ (t) ≤ X̄(t) for all t ∈ I with
t ≤ τ .

So, invoking (3.14) we conclude that 0 ≤ ˜̃X(t) ≤ X̄(t) for all t ∈ I, which shows
that ˜̃X is the minimal solution in the class of bounded and positive semi-definite
solutions of the differential equation (3.1).
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Let us assume that A, B, Π, Q are periodic functions with period θ > 0. We
have to show that the minimal solution ˜̃X is also a periodic function with period θ.

Let X̂τ (t) = Xτ+θ(t + θ). It is easy to see that X̂τ is a solution of (3.1) which
satisfies X̂τ (τ) = 0. From the uniqueness of the solution of this terminal value
problem it follows that X̂τ (t) = Xτ (t) for all t ∈ (−∞, τ ] ∩ I. We have

˜̃X(t) = lim
τ→∞

Xτ (t) = lim
τ→∞

X̂τ (t) = lim
τ→∞

Xτ+θ(t + θ) = ˜̃X(t + θ)

for all t ∈ I which shows that ˜̃X is a periodic function with period θ. Finally, if
A(t) ≡ A, B(t) ≡ B, Π(t) ≡ Π, Q(t) ≡ Q then ˜̃X is a periodic function of arbitrary
period. Therefore it is a constant function and thus the proof ends. �

Lemma 3.10. Assume that A, B, Q and Π are periodic functions with period
θ > 0. If the symmetric solution X1 = X1(·, t0, X0) of (3.1) exists on an interval
I1 containing the interval [t0 − 2θ, t0] such that R(t) + Π2(t)[X1(t)] > 0 for all
t ∈ I1 and if

X1(t0 − θ) � X1(t0) for some � ∈ {<,≤,=,≥, >},

then X1(t − θ) � X1(t) holds on the maximal common interval I1 ⊂ I ∩ (−∞, t0]
of existence of X and X(· − θ); in this case X1 is called cyclomonotonic on I1.

If in addition I1 = (−∞, t0] and X1 is bounded on I1 with R(t)+Π2(t)[X1(t)] �
0, then

X∞ : R → Sn with X∞(t) := lim
k→∞

X1(t− kθ), t0 − θ < t ≤ t0, (3.15)

exists and defines a θ-periodic solution of (3.1).

Proof. Let � =≥ (the other cases are treated similarly). As in the proof of Theo-
rem 3.6 it follows that ∆(t) := X1(t− θ)−X1(t) satisfies (on its maximal interval
of existence I1 ⊂ (−∞, t0])

d

dt
∆(t) + L∗A+BF1

(t)[∆(t)] + Π̂(t)[∆(t)] + H(t) = 0, ∆(t0) ≥ 0,

where H(t) ≥ 0 for t ∈ I1. Therefore Proposition 3.5, (ii), yields that ∆(t) ≥ 0 on
I1 – this proves the first assertion of the lemma.

If in addition I1 = (−∞, t0] and X1 is bounded on I1 then the limits in (3.15)
exist since the sequences

(
X1(t − kθ)

)
k∈N are monotonic and bounded. Therefore

the θ-periodic function X∞ defined by (3.15) is obviously a solution of (3.1) with
R(t) + Π2(t)[X∞(t)] � 0. �

Theorem 3.11. The following statements are equivalent:

(i) Equation (3.1) has a θ-periodic solution X̂ with the additional property
R(t) + Π2(t)[X̂(t)] > 0 for all t ∈ R.

(ii) There exist two θ-periodic functions X`, Xu and t0 ∈ R with
(a) X`(t) ≤ Xu(t) for t ∈ R,

(b) d
dtX`(t) +R(t, X`(t)) ≥ 0 and R(t) + Π2(t)[X`(t)] > 0 for all t ≤ t0,

(c) d
dtXu(t) +R(t, Xu(t)) ≤ 0 for t ≤ t0.

(iii) There exist symmetric matrices X0, X1 with:
(α) X0 ≤ X1.
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(β) The solution X(·, t0, X0) of (3.1) is defined on an interval I1 contain-
ing [t0 − 2θ, t0] such that R(t) + Π2(t)[X(t, t0, X0)] > 0 for all t ∈ I1

and X0 ≤ X(t0 − θ, t0, X0).
(γ) The solution X(·, t0, X1) of (3.1) is defined on an interval I1 contain-

ing [t0 − 2θ, t0] such that R(t) + Π2(t)[X(t, t0, X1)] > 0 for all t ∈ I1

and X1 ≥ X(t0 − θ, t0, X1).

Proof. (i) =⇒ (ii) is trivial since a), b), c) are fulfilled with X` = Xu = X̂ for any
θ-periodic solution X̂ of (3.1).

(ii) implies that there are functions Q`, Qu with Q`(t) ≤ 0 ≤ Qu(t) and

d

dt
X`(t) +R(t, X`(t)) + Q`(t) = 0,

d

dt
Xu(t) +R(t, Xu(t)) + Qu(t) = 0

for t ≤ t0. From (ii), a) and the Comparison Theorem we infer that for t ≤ t0

X`(t) ≤ X(t, t0, X`(t0)) ≤ X(t, t0, Xu(t0)) ≤ Xu(t).

Since X` and Xu are periodic, the last inequalities imply in particular that

X`(t0 − θ) = X`(t0) =: X0 ≤ X(t0 − θ, t0, X0)

and

Xu(t0 − θ) = Xu(t0) =: X1 ≥ X(t0 − θ, t0, X1).

Hence (ii) implies (iii).
Assume that (iii) is valid. Then it follows from Lemma 3.10 and Theorem 3.6

that X(·, t0, X0) and X(·, t0, X1) are cyclomonotonic with

X(t, t0, X0) ≤ X(t− θ, t0, X0)

≤ X(t− θ, t0, X1) ≤ X(t, t0, X1) for t ≤ t0.

Hence the limits

Xj∞(t) = lim
k→∞

X(t− kθ, t0, Xj)

= lim
k→∞

X(t− (k ∓ 1)θ), t0, Xj) = Xj∞(t± θ)

exist for j = 0, 1 and t ≤ t0. Consequently (i) holds, since X0∞ and X1∞ are
obviously both periodic solutions of (3.1) (which may coincide). �

Remark 3.12. Although it is in general difficult to prove that (3.1) has a θ-periodic
solution we can use criterion (iii) of Theorem 3.11 (in connection with Lemma 3.10
and the Comparison Theorem) to test if such an equilibrium exists. Notice that
it follows from Corollary 5.11 (below) and Corollary 3.8 that the conditions of
Theorem 3.11, (iii), are fulfilled with X0(t) ≡ 0 and the (stabilizing) function X1

constructed in the first step of the proof of Theorem 4.7 (below) if

(a) (A,B,Π) is stabilizable;
(b) 0 ∈ ΓΣ.

Here b) ensures the existence of X0 and a) the existence of X1 ≥ X0.
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4. Maximal solutions

Throughout this section we assume that X → Π(t)[X] is a linear operator.

Definition 4.1. A solution X̃ : I → Sn of equation (3.1) is said to be the maximal
solution with respect to ΓΣ (or maximal solution for shortness) if X̃(t) ≥ X̂(t)
for arbitrary X̂ ∈ ΓΣ.

In this section we prove a result concerning the existence of the maximal solution
with respect to ΓΣ of equation (3.1). First, we give a definition which will play a
crucial role in the next developments. That is the concept of stabilizability for the
triple (A,B,Π).

Definition 4.2. We say that the triple (A,B,Π) is stabilizable if there exists a
bounded and continuous function F : I → Rm×n such that the operator LA+BF,Π∗F
generates an exponentially stable evolution. The function F will be termed a sta-
bilizing feedback gain.

We shall show later (Corollary 5.11) that if A, B, Π are periodic functions with
period θ and if the triple (A,B,Π) is stabilizable then there exists a stabilizing
feedback gain which is a periodic function with period θ. Moreover if A(t) ≡ A,
B(t) ≡ B, Π(t) ≡ Π for t ∈ R, and if the triple (A,B,Π) is stabilizable, then there
exists a stabilizing feedback gain which is constant.

In the particular case when Π(t) is of the form (3.3) then the above definition
of stabilizability (see also Section 7.3) reduces to the standard definition of stabi-
lizability for stochastic systems (mean-square stabilizability – see [14]).

Applying Theorem 2.11 we have the following result.

Corollary 4.3. The triple (A,B,Π) is stabilizable if and only if there exists some
X ∈ C1

b (I,Sn) with X(t) � 0 and a bounded and continuous function F : I →
Rm×n such that

d

dt
X(t) + L∗A+BF,Π∗F

(t)[X(t)] � 0 for all t ∈ I.

In the case I = R, using Theorem 2.18, we get the following corollary.

Corollary 4.4. For I = R the following are equivalent:
(i) The triple (A,B,Π) is stabilizable.
(ii) There exists a bounded C1-function X : R → Sn with bounded derivative,

X(t) � 0 and a bounded and continuous function F : R → Rm×n which
satisfies

d

dt
X(t)− LA+BF,Π∗F

(t)[X(t)] � 0. (4.1)

Remark 4.5. In the particular case when the coefficients do not depend on t, (4.1)
can be converted in an LMI which can be solved using an LMI solver (see [4]).

Now we state an auxiliary result which together with Lemma 3.4 plays a crucial
role in the proof of the main result of this section and follows directly from (3.7).

Lemma 4.6. If W : I → Rm×n is a continuous function and if X is a solution of
the differential equation

d

dt
X(t) + L∗A+BW,Π∗W

(t)[X(t)] + MW (t) = 0
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and if det
{
R(t) + Π2(t)[X(t)]

}
6= 0 then X satisfies also the differential equation

d

dt
X(t) + L∗A+BF,Π∗F

(t)[X(t)] + MF (t)

+
[
F (t)−W (t)

]T Θ(t,X(t))
[
F (t)−W (t)

]
= 0

where F (t) := FX(t) and Θ(t, X(t)) := R(t) + Π2(t)[X(t)].

The main result of this section is as follows:

Theorem 4.7. Assume that (A,B, Π) is stabilizable. Then the following are equiv-
alent:

(i) ΓΣ 6= ∅.
(ii) Equation (3.1) has a maximal and bounded solution X̃ : I → Sn with R(t)+

Π2(t)[X̃(t)] � 0.
If A, B, Π, Q are θ-periodic functions, then X̃ is also a θ- periodic function.

Moreover, if A(t) ≡ A, B(t) ≡ B, Π(t) ≡ Π, Q(t) ≡ Q, then the maximal
solution of equation (3.1) is constant and it solves the nonlinear algebraic equation
(3.13).

Proof. (ii) ⇒ (i) is obvious, since X̃ ∈ ΓΣ.
It remains to prove the implication (i) ⇒ (ii). Since (A,B,Π) is stabilizable it

follows that there exists a bounded and continuous function F0 : I → Rm×n such
that the operator LA+BF0,Π∗F0

generates an exponentially stable evolution.
Let ε > 0 be fixed. Using Theorem 2.13 one obtains that equation

d

dt
X(t) + L∗A+BF0,Π∗F0

(t)[X(t)] + MF0(t) + εIn = 0 (4.2)

has a unique bounded solution X1 : I → Sn. We shall show that X1(t) � X̂(t) for
arbitrary X̂ ∈ ΓΣ. If X̂ ∈ ΓΣ then we obtain immediately that X̂ fulfills

d

dt
X̂(t) +R(t, X̂(t)) ≥ 0 for t ∈ I;

consequently X̂ solves the equation
d

dt
X̂(t) +R(t, X̂(t))− M̂(t) = 0, (4.3)

where M̂(t) = d
dtX̂(t)+R(t, X̂(t)) ≥ 0. Applying Lemma 3.4, (4.3) may be written

as
d

dt
X̂(t) + L∗A+BF0,Π∗F0

(t)[X̂(t)] + MF0(t)

−
[
F0(t)− F̂ (t)

]T Θ(t, X̂(t))
[
F0(t)− F̂ (t)

]
− M̂(t) = 0,

(4.4)

where F̂ (t) := F X̂(t). From (4.2) and (4.4) we deduce that t 7→ X1(t) − X̂(t) is a
bounded solution of the differential equation

d

dt
Y (t) + L∗A+BF0,Π∗F0

(t)[Y (t)] + H1(t) = 0

with
H1(t) = εIn + [F0(t)− F̂ (t)]T Θ(t, X̂(t))[F0(t)− F̂ (t)] + M̂(t).

Clearly H1(t) ≥ εIn > 0. Hence Theorem 2.13 implies X1(t)−X̂(t) � 0. Therefore
R(t) + Π2(t)[X1(t)] ≥ R(t) + Π2(t)[X̂(t)] � 0 for t ∈ I. Thus we obtain that
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F1(t) := FX1(t) is well defined. We show that F1 is a stabilizing feedback gain for
the triple (A,B,Π). To this end, based on Lemma 4.6, we rewrite equation (4.2)
as

d

dt
X1(t) + L∗A+BF1,Π∗F1

(t)[X1(t)] + MF1(t) + εIn

+
[
F1(t)− F0(t)

]T Θ(t, X1(t))
[
F1(t)− F0(t)

]
= 0.

(4.5)

On the other hand, based on Lemma 3.4, equation (4.3) can be rewritten as

d

dt
X̂(t) + L∗A+BF1,Π∗F1

(t)[X̂(t)] + MF1(t)− M̂(t)

−
[
F1(t)− F̂ (t)

]T Θ(t, X̂(t))
[
F1(t)− F̂ (t)

]
= 0.

Subtracting the last equation from (4.5) we obtain

d

dt

[
X1(t)− X̂(t)

]
+ L∗A+BF1,Π∗F1

(t)
[
X1(t)− X̂(t)

]
+ H̃(t) = 0

where

H̃(t) = εIn +
[
F1(t)− F0(t)

]T Θ(t, X1(t))
[
F1(t)− F0(t)

]
+
[
F1(t)− F̂ (t)

]T Θ(t, X̂(t))
[
F1(t)− F̂ (t)

]
+ M̂(t) � 0.

Applying the implication (vi) ⇒ (i) in Theorem 2.11 we infer that LA+BF1,Π∗F1
gen-

erates an exponentially stable evolution. This means that F1 = FX1 is a stabilizing
feedback gain; notice that, as a consequence of Theorem 2.13, F1 is constant (or
periodic) if the coefficients of (3.1) are constant (or periodic, respectively).

Taking X1, F1 as a first step we construct two sequences {Xk}k≥1 and {Fk}k≥1,
where Xk is the unique bounded solution of the differential equation

d

dt
Xk(t) + L∗A+BFk−1,Π∗Fk−1

(t)[Xk(t)] + MFk−1(t) +
ε

k
In = 0 (4.6)

and Fk(t) := FXk(t). We show inductively that the following items hold:

(ak) Xk(t)− X̂(t) > µkIn for arbitrary X̂ ∈ ΓΣ, µk > 0 independent of X̂.
(bk) Fk is a stabilizing feedback gain for the triple (A,B,Π).
(ck) Xk(t) ≥ Xk+1(t) for t ∈ I.

For k = 1, items (a1), (b1) were proved before.
To prove (c1) we subtract (4.6), written for k = 2, from (4.5) and get

d

dt

[
X1(t)−X2(t)

]
+ L∗A+BF1,Π∗F1

(t)
[
X1(t)−X2(t)

]
+ ∆1(t) = 0,

where

∆1(t) :=
ε

2
In +

[
F1(t)− F0(t)

]T Θ(t, X1(t))
[
F1(t)− F0(t)

]
� 0.

Invoking Theorem 2.13, (b), one obtains that X1(t) −X2(t) � 0 and thus (c1) is
fulfilled. Let us assume that (ai) , (bi), (ci) are fulfilled for i ≤ k − 1 and let us
prove them for i = k.

Based on (bk−1) and Theorem 2.13 we deduce that equation (4.6) has a unique
solution Xk : I → Sn. Applying Lemma 3.4 with W (t) := Fk−1(t) one obtains that



EJDE-2004/96 A CLASS OF NONLINEAR DIFFERENTIAL EQUATIONS 29

(4.3) may be rewritten as

d

dt
X̂(t) + L∗A+BFk−1,Π∗Fk−1

(t)[X̂(t)] + MFk−1(t)

−
[
Fk−1(t)− F̂ (t)

]T Θ(t, X̂(t))
[
Fk−1(t)− F̂ (t)

]
− M̂(t) = 0.

Subtracting this equation from (4.6) one obtains that t 7→ Xk(t)−X̂(t) is a bounded
solution of the equation

d

dt
X(t) + L∗A+BFk−1,Π∗Fk−1

(t)[X(t)] + Hk(t) = 0,

where

Hk(t) =
ε

k
In + [Fk−1(t)− F̂ (t)]T Θ(t, X̂(t))[Fk−1(t)− F̂ (t)] + M̂(t) � 0.

Since LA+BFk−1,Π∗Fk−1
generates an exponentially stable evolution, we obtain from

Theorem 2.13, (b), that there exist

µk > 0 such that Xk(t)− X̂(t) ≥ µkIn for t ∈ I, (4.7)

thus (ak) is fulfilled.
Let us show that (bk) is fulfilled. Firstly from (4.7) we have

R(t) + Π2(t)[Xk(t)] � 0,

therefore Fk is well defined. Applying Lemma 4.6 to equation (4.6), one obtains
that Xk solves the equation

d

dt
Xk(t) + L∗A+BFk,Π∗Fk

(t)[Xk(t)] + MFk
(t) +

ε

k
In

+
[
Fk(t)− Fk−1(t)

]T Θ(t, Xk(t))
[
Fk(t)− Fk−1(t)

]
= 0.

(4.8)

On the other hand, Lemma 3.4 applied to equation (4.3) gives

d

dt
X̂(t) + L∗A+BFk,Π∗Fk

(t)[X̂(t)] + MFk
(t)

−
[
Fk(t)− F̂ (t)

]T Θ(t, X̂(t))
[
Fk(t)− F̂ (t)

]
− M̂(t) = 0.

¿From the last two equations one obtains
d

dt

[
Xk(t)− X̂(t)

]
+ L∗A+BFk,Π∗Fk

(t)
[
Xk(t)− X̂(t)

]
+ H̃k(t) = 0

with

H̃k(t) =
ε

k
In +

[
Fk(t)− Fk−1(t)

]T Θ(t, Xk(t))
[
Fk(t)− Fk−1(t)

]
+
[
Fk(t)− F̂ (t)

]T Θ(t, X̂(t))
[
Fk(t)− F̂ (t)

]
+ M̂(t) ≥ ε

k
In.

Implication (vi) ⇒ (i) of Theorem 2.11 allows us to conclude that LA+BFk,Π∗Fk

generates an exponentially stable evolution which shows that (bk) is fulfilled.
It remains to prove that (ck) holds. To this end we subtract equation (4.6),

written for k + 1 instead of k, from equation (4.8) and get

d

dt

[
Xk(t)−Xk+1(t)

]
+ L∗A+BFk,Π∗Fk

(t)
[
Xk(t)−Xk+1(t)

]
+

ε

k(k + 1)
In

+
[
Fk(t)− Fk−1(t)

]T Θ(t, Xk(t))
[
Fk(t)− Fk−1(t)

]
= 0.
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Since LA+BFk,Π∗Fk
generates an exponentially stable evolution one obtains, via The-

orem 2.13, (b), that equation (4.8) has a unique bounded solution which additionally
is uniformly positive. Therefore Xk(t)−Xk+1(t) � 0 and thus (ck) holds.

Now from (ak) and (ck) we deduce that the sequence {Xk}k≥1 is monotonically
decreasing and bounded, therefore it is convergent.

Set X̃(t) := lim
k→∞

Xk(t). In a standard way one obtains that X̃ is a solution

of equation (3.1). Invoking again (ak) one obtains that X̃(t) ≥ X̂(t) for arbitrary
X̂ ∈ ΓΣ. Hence X̃ is just the maximal solution of equation (3.1) and thus (i) ⇒
(ii) is proved.

To complete the proof, let us remark that if A, B, Π, Q are periodic functions
with the same period θ then via Corollary 5.11, (i), it follows that there exists a
stabilizing feedback gain which is a θ-periodic function. Applying Theorem 2.13,
(c), one obtains that Xk, Fk are θ-periodic functions for all k and thus X̃ will
be a θ-periodic function. Also if A(t) ≡ A, B(t) ≡ B, Π(t) ≡ Π, Q(t) ≡ Q and
(A,B,Π) is stabilizable, then from Corollary 5.11, (ii), we obtain that there exists
a stabilizing feedback gain which is constant. Applying again Theorem 2.13, (c),
one obtains that Xk and Fk are constant functions for all k ≥ 1 and therefore X̃ is
constant. �

5. Stabilizing solutions

In this section we deal with stabilizing solutions of equation (3.1) in the case
where X → Π(t)[X] is a linear operator. We shall prove the uniqueness of a
bounded and stabilizing solution and we shall provide a necessary and sufficient
condition for the existence of a bounded and stabilizing solution of equation (3.1).

Definition 5.1. Let Xs : I → Sn be a solution of equation (3.1) and denote by
Fs(t) := FXs(t) the corresponding feedback matrix. Then Xs is called a stabilizing
solution if the operator LA+BFs,Π∗Fs

generates an exponentially stable evolution
where ΠFs

is defined as in (3.6) for W (t) = Fs(t).

Theorem 5.2. Let Σ = (A,B,Π,Q) be such that ΓΣ 6= ∅. If Xs : I → Sn is
a bounded and stabilizing solution of equation (3.1) then Xs coincides with the
maximal solution with respect to ΓΣ of equation (3.1).

Proof. Applying Lemma 3.4 we deduce that Xs verifies the equation
d

dt
Xs(t) + L∗A+BFs,Π∗Fs

(t)[Xs(t)] + MFs
(t) = 0 (5.1)

where Fs := FXs . Let X̂ be arbitrary in ΓΣ. As in the proof of Theorem 4.7 one
obtains that there exists M̂(t) ≥ 0 such that X̂ verifies a differential equation of
the form (4.3). Applying Lemma 3.4 to equation (4.3) we get

d

dt
X̂(t) + L∗A+BFs,Π∗Fs

(t)[X̂(t)] + MFs(t)− M̂(t)

−
[
Fs(t)− F̂ (t)

]T Θ(t, X̂(t))
[
Fs(t)− F̂ (t)

]
= 0.

Subtracting the last two equations we obtain that t 7→ Xs(t) − X̂(t) is a bounded
solution of the backward differential equation

d

dt
X(t) + L∗A+BFs,Π∗Fs

(t)[X(t)] + Hs(t) = 0
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where
Hs(t) = [Fs(t)− F̂ (t)]T Θ(t, X̂(t))[Fs(t)− F̂ (t)] + M̂(t) ≥ 0.

Since LA+BFs,Π∗Fs
generates an exponentially stable evolution one obtains, using

Theorem 2.13, that Xs(t)− X̂(t) ≥ 0 and thus the proof is complete. �

Remark 5.3. ¿From Theorem 5.2 it follows that if ΓΣ is not empty then a bounded
and stabilizing solution of equation (3.1) (if it exists) will satisfy the condition

R(t) + Π2(t)[Xs(t)] � 0.

Corollary 5.4. If ΓΣ is not empty then equation (3.1) has at most one bounded
and stabilizing solution.

Proof. Let us assume that equation (3.1) has two bounded and stabilizing solutions
Xi, i = 1, 2. From the above remark we get R(t)+Π2(t)[Xi(t)] � 0. Arguing as in
the proof of Theorem 5.2, we obtain both X1(t) ≥ X2(t) and X2(t) ≥ X1(t) hence
X1(t) = X2(t) and the proof ends. �

In the particular case, where Π(t) is of the form (3.3), in [12] the uniqueness
of the bounded and stabilizing solution of equation (3.1) was proved without any
assumption concerning ΓΣ. In that case R(t)+Π2(t)[Xs(t)] has not a definite sign.

Theorem 5.5. Assume that A, B, Π, Q are periodic functions with period θ and
that ΓΣ is not empty. Then the bounded and stabilizing solution of equation (3.1)
(if it exists) is θ-periodic.

Proof. Let Xs : I → Sn be a bounded and stabilizing solution of (3.1). We define
X̃(t) := Xs(t + θ). By direct computation we obtain that X̃ is also a solution of
equation (3.1). We shall prove that X̃ is also a stabilizing solution of equation (3.1).

Set F̃ (t) := F X̃(t). We show that LA+BF̃ ,Π∗
F̃

generates an exponentially sta-

ble evolution. Let T̃ (t, t0) be the linear evolution operator defined by the linear
differential equation

d

dt
S(t) = LA+BF̃ ,Π∗

F̃

(t)[S(t)]. (5.2)

Because of the periodicity we obtain that

LA+BF̃ ,Π∗
F̃

(t) = LA+BFs,Π∗Fs
(t + θ) for t ∈ I.

If S̃(t, t0,H) is the solution of (5.2) with S̃(t0, t0,H) = H, then we have

d

dt
S̃(t, t0,H) = LA+BFs,Π∗Fs

(t + θ)S̃(t, t0,H).

From the uniqueness of the solution of this initial value problem we infer that

S̃(t, t0,H) = S(t + θ, t0 + θ, H),

where t 7→ S(t, τ, H) is the solution of

d

dt
S(t) = LA+BFs,Π∗Fs

(t)[S(t)], S(τ, τ,H) = H. (5.3)

Thus we get T̃ (t, t0) = TFs
(t + θ, t0 + θ) where TFs

(t, t0) is the linear evolution
operator defined by (5.3). The last equality leads to

‖T̃ (t, t0)‖ = ‖TFs
(t + θ, t0 + θ)‖ ≤ βe−α(t−t0) for t ≥ t0
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with α, β > 0, which shows that X̃ is also a bounded and stabilizing solution of
equation (3.1).

Applying Corollary 5.4 one obtains that X̃(t) = Xs(t) for t ∈ I, that means
Xs(t + θ) = Xs(t) for all t, which shows that Xs is a θ-periodic function and thus
the proof ends. �

Corollary 5.6. If ΓΣ 6= ∅ and A(t) ≡ A, B(t) ≡ B, Π(t) ≡ Π, Q(t) ≡ Q, t ∈ R,
then the stabilizing solution of equation (3.1) (if it exists) is constant and solves the
algebraic equation (3.13).

Proof. Since the matrix coefficients of equation (3.1) are constant functions they
may be viewed as periodic functions with arbitrary period. Applying Theorem 5.5
it follows that the bounded and stabilizing solution of equation (3.1) is a periodic
function with arbitrary period. Therefore it is a constant function and thus the
proof ends. �

The following lemma which is a generalization of the invariance under feedback
transformations of standard Riccati differential equations will be useful in the next
developments. Since[

W (t)− FX(t)
]T{

R(t) + Π2(t)[X(t)]
}

= X(t)B(t) + Π12(t)[X(t)] + WT (t)Π2(t)[X(t)] + L(t) + WT (t)R(t)

the conclusion of this lemma follows immediately from Lemma 3.4.

Lemma 5.7. Let W : I → Rm×n be a bounded and continuous function. Then
X : I1 ⊂ I → Sn is a solution of equation (3.1) associated to the quadruple Σ =
(A,B,Π,Q) if and only if X is a solution of the equation of type (3.1) associated
to the quadruple ΣW = (A+BW, B, ΠW ,QW ), where ΠW (t) : Sn → Sn+m is given
by

ΠW (t)[X] =
(

In 0
W (t) Im

)T ( Π1(t)[X] Π12(t)[X]{
Π12(t)[X]

}T Π2(t)[X]

)(
In 0

W (t) Im

)
=
(

ΠW (t)[X] Π12(t)[X] + WT (t)Π2(t)[X]{
Π12(t)[X] + WT (t)Π2(t)[X]

}T Π2(t)[X]

)
and

QW (t) =
(

In 0
W (t) Im

)T (
M(t) L(t)
LT (t) R(t)

)(
In 0

W (t) Im

)
=
(

MW (t) L(t) + WT (t)R(t)
LT (t) + R(t)W (t) R(t)

)
.

Theorem 5.8. Under the considered assumptions the following assertions are
equivalent:

(i) (A,B,Π) is stabilizable and the set Γ̃Σ is not empty;
(ii) (3.1) has a stabilizing and bounded solution Xs : I → Sn satisfying

R(t) + Π2(t)[Xs(t)] � 0.

Proof. (i) ⇒ (ii). If (i) holds then Theorem 4.7 yields that equation (3.1) has a
bounded maximal solution X̃ : I → Sn. We show that X̃ is just the stabilizing
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solution. If F̃ is the feedback matrix associated with X̃ then (4.3) may be written
as

d

dt
X̂(t) + L∗

A+BF̃ ,Π∗
F̃

(t)[X̂(t)] + MF̃ (t)− M̂(t)

−
[
F̃ (t)− F̂ (t)

]T Θ(t, X̂(t))
[
F̃ (t)− F̂ (t)

]
= 0.

Since X̂ ∈ Γ̃Σ it is a solution of an equation of type (4.3) with M̂(t) � 0. Using
again Lemma 3.4 one obtains that t 7→ X̃(t) − X̂(t) is a bounded and positive
semi-definite solution of the backward differential equation

d

dt
X(t) + L∗

A+BF̃ ,Π∗
F̃

(t)[X(t)] + H(t) = 0,

where

H(t) := M̂(t) +
[
F̃ (t)− F̂ (t)

]T Θ(t, X̂(t))
[
F̃ (t)− F̂ (t)

]
.

Since M̂(t) � 0 it follows that H(t) � 0. Applying implication (vi) ⇒ (i) of
Theorem 2.11 one gets that LA+BF̃ ,Π∗

F̃

generates an exponentially stable evolution

which shows that X̃ is a stabilizing solution of equation (3.1).
We prove now (ii) ⇒ (i). If equation (3.1) has a bounded and stabilizing solution

Xs : I → Sn then Fs := FXs is a stabilizing feedback gain and therefore (A,B,Π)
is stabilizable.

Applying Lemma 5.7 with W (t) = Fs(t) we rewrite equation (3.1) as

d

dt
X(t) + L∗A+BFs,Π∗Fs

(t)[X(t)] + MFs
(t)

− PT
Fs

(t, X(t))Θ(t, X(t))−1PFs
(t, X(t)) = 0,

where X 7→ PFs
(t, X) : Sn → Rm×n is given by

PFs
(t,X) =

{
XB(t) + Π12(t)[X] + FT

s (t)Π2(t)[X] + L(t) + FT
s (t)R(t)

}T

and Θ(t,X) being as in Lemma 4.6. Let TFs(t, t0) be the linear evolution operator
defined by

d

dt
S(t) = LA+BFs,Π∗Fs

(t)[S(t)].

Since Fs is a stabilizing feedback gain it follows that there exist α, β > 0 such that
‖TFs

(t, t0)‖ ≤ βe−α(t−t0).
Let Cb(I,Sn) be the Banach space of bounded and continuous functions X : I →

Sn. Since Θ(t, Xs(t)) � 0 for t ∈ I, it follows that there exist an open set U ⊂
Cb(I,Sn) such that Xs ∈ U and Θ(t, X(t)) � 0 for all X ∈ U . Let Ψ: U ×R → Cb

be defined by

Ψ(X, δ)(t) =
∫ ∞

t

T ∗Fs
(σ, t)

[
MFs

(σ) + δIn

− PT
Fs

(σ,X(σ))Θ−1(σ,X(σ))PFs
(σ,X(σ))

]
dσ −X(t).

We apply the implicit function theorem to the equation

Ψ(X, δ) = 0 (5.4)
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in order to obtain that there exists a function Xδ ∈ U such that

Xδ(t)

=
∫ ∞

t

T ∗Fs
(σ, t)

[
MFs(σ) + δIn − PT

Fs
(σ,Xδ(σ))Θ−1(σ,Xδ(σ))PFs(σ,Xδ(σ)

]
dσ

for |δ| small enough.
It is clear that (Xs, 0) is a solution of (5.4). We show now that

d1Ψ(Xs(·), 0) : Cb(I,Sn) → Cb(I,Sn)

is an isomorphism, d1Ψ being the derivative of Ψ with respect to its first argument.
Since

d1Ψ(Xs, 0)Y = lim
ε→0

1
ε

[
Ψ(Xs + εY, 0)−Ψ(Xs, 0)

]
and PFs

(σ,Xs(σ)) ≡ 0 we obtain that d1Ψ(Xs, 0)Y = −Y for all Y ∈ Cb(I,Sn).
Therefore d1Ψ(Xs, 0) = −ICb

, where ICb
is the identity operator of Cb(I,Sn) which

is an isomorphism. Also we see that d1Ψ(X, δ) is continuous in (X, δ) = (Xs, 0).
Applying the implicit function theorem we deduce that there exists δ̃ > 0 and a
smooth function Xδ(·) : (−δ̃, δ̃) → U which satisfies Ψ(Xδ(·), δ) = 0 for all δ ∈
(−δ̃, δ̃). It is easy to see that if δ ∈ (−δ̃, 0) then Xδ(·) ∈ Γ̃Σ and the proof is
complete. �

Corollary 5.9. Assume that A, B, Π, Q are periodic functions with period θ > 0.
Under these conditions the following are equivalent:

(i) (A,B,Π) is stabilizable and Γ̃Σ is not empty.
(ii) Equation (3.1) has a bounded, θ-periodic and stabilizing solution Xs : I →

Sn which verifies R(t) + Π2(t)[Xs(t)] � 0.
(iii) (A,B,Π) is stabilizable and Γ̃Σ contains at least a θ-periodic function X̌.

Proof. (i) ⇔ (ii) follows from Theorem 5.8 and Theorem 5.5. (iii) ⇒ (i) is obvious.
It remains to prove (ii) ⇒ (iii). In the proof of the implication (ii) ⇒ (i) in

Theorem 5.8 we have shown that there exist δ̃ > 0 and a smooth function δ 7→
Xδ(·) : (−δ̃, δ̃) → Cb(I,Sn) which satisfies

d

dt
Xδ(t) +R(t, Xδ(t)) + δIn = 0.

Let δ1 ∈ (−δ̃, 0) and set Σ1 := (A,B,Π,Q1) with

Q1(t) :=
(

M(t) + δ1In L(t)
LT (t) R(t)

)
.

It is easy to see that if δ ∈ (−δ̃, δ1) then Xδ(·) ∈ Γ̃Σ1 . Applying implication (i) ⇒
(ii) of Theorem 5.8 one obtains that the equation

d

dt
X(t) +R(t, X(t)) + δ1In = 0

has a bounded and stabilizing solution X̂δ1 . Based on Theorem 5.5 one obtains
that X̂δ1 is a periodic function. The conclusion follows since X̂δ1(·) ∈ Γ̃Σ and the
proof is complete. �

With the similar proof based on Corollary 5.6 and Theorem 5.8 we obtain:

Corollary 5.10. Assume that A(t) ≡ A, B(t) ≡ B, Π(t) ≡ Π and Q(t) ≡ Q.
Then the following are equivalent:
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(i) (A,B,Π) is stabilizable and Γ̃Σ is not empty;
(ii) Equation (3.1) has a bounded and stabilizing solution Xs which is constant

and solves the algebraic equation (3.13).
(iii) (A,B,Π) is stabilizable and there exists at least a symmetric matrix X̂ such

that X̂ ∈ Γ̃Σ.

As a simple consequence of Theorem 5.8 we have:

Corollary 5.11. Assume that (A,B,Π) is stabilizable. Then:

(i) If A, B, Π are periodic functions with period θ then there exists a stabilizing
feedback gain F : R → Rm×n which is a periodic function with period θ.

(ii) If A(t) ≡ A, B(t) ≡ B, Π(t) ≡ Π for all t ∈ R then there exists a stabilizing
feedback gain F ∈ Rm×n.

Proof. Consider the differential equation

d

dt
X(t) + AT (t)X(t) + X(t)A(t) + In + Π1(t)[X(t)]

−
{
X(t)B(t) + Π12(t)[X(t)]

}{
Im + Π2(t)[X(t)]

}−1

×
{
X(t)B(t) + Π12(t)[X(t)]

}T = 0,

(5.5)

Equation (5.5) is an equation of the type (3.1) corresponding to the quadruple
Σ0 := (A,B,Π,Q0) where A, B, Π are as in (3.1) and Q0 =

(
In 0
0 Im

)
. It is seen

that λΣ0(0) =
(

In 0
0 Im

)
� 0 and hence 0 ∈ Γ̃Σ0 . Therefore equation (5.5) has a

bounded and stabilizing solution Xs with the corresponding stabilizing feedback
gain

Fs(t) = −
{
Im + Π2(t)[Xs(t)]

}−1{
Xs(t)B(t) + Π12(t)[Xs(t)]

}T
.

If the matrix coefficients of (5.5) are periodic functions with period θ then by
Theorem 5.5 we obtain that Fs is a periodic function with the same period θ. If
the matrix coefficients of the equation (5.5) are constants then by Corollary 5.6 one
obtains that Fs is constant and thus the proof is complete. �

The result of Corollary 5.11 shows that if A, B, Π are periodic functions then,
without loss of generality, we may restrict the definition of stabilizability work-
ing only with periodic stabilizing feedback gains. Also, if A, B, Π are constant
functions, then, without loss of generality the definition of stabilizability may be
restricted only to the class of stabilizing feedback gains which are constant func-
tions.

6. The case 0 ∈ ΓΣ and Π(t) is a linear operator

In this section we focus our attention on those equations (3.1) associated to
the quadruple Σ = (A,B,Π,Q) which have the additional property 0 ∈ ΓΣ and
X → Π(t)[X] is a linear operator. This is equivalent to conditions (3.12).

Theorem 6.1. Assume that the quadruple Σ = (A,B,Π,Q) satisfies the following
assumptions:

(a) (A,B,Π) is stabilizable;
(b) 0 ∈ ΓΣ.
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Then equation (3.1) has two bounded solutions X̃ : I → Sn, ˜̃X : I → Sn with the
property X̃(t) ≥ X̄(t) ≥ ˜̃X(t) ≥ 0 for all t ∈ I for arbitrary bounded and positive
semi-definite solution X̄ : I → Sn of equation (3.1).

Moreover if A, B, Π, Q are periodic functions with period θ > 0 then both X̃

and ˜̃X are periodic functions with period θ. If A(t) ≡ A, B(t) ≡ B, Π(t) ≡ Π and
Q(t) ≡ Q then both X̃ and ˜̃X are constant and solve the algebraic equation (3.13).

Proof. The existence of the solution X̃ is guaranteed by Theorem 4.7. The proof of
the existence of ˜̃X is essentially the same as the proof of the existence of the minimal
solution provided in Theorem 3.9. There is only one difference which consists in
proving the boundedness of the sequence Xτ , τ ∈ I. There, in Theorem 3.9, the
boundedness of that sequence was based on the existence of a bounded and positive
semi-definite solution of equation (3.9). Here the boundedness of that sequence is
based on the stabilizability of the triple (A,B,Π) and on the Comparison Theorem.

If (A,B,Π) is stabilizable, then there exists a bounded and continuous function
F : I → Rm×n such that the corresponding operator LA+BF,Π∗F

generates an ex-
ponentially stable evolution. Based on Theorem 2.13 we deduce that the equation

d

dt
Y (t) + L∗A+BF,Π∗F

(t)[Y (t)] + MF (t) = 0 (6.1)

has a unique bounded solution Ỹ (t) ≥ 0 on I.
Let Xτ be the solution of the equation (3.1) with Xτ (τ) = 0. Let Fτ (t) be the

feedback gain associated to the solution Xτ . Applying Lemma 3.4, equation (3.1)
satisfied by Xτ can be rewritten as:

d

dt
Xτ (t) + LA+BFτ ,Π∗Fτ

(t)[Xτ (t)] + MFτ (t) = 0. (6.2)

On the other hand applying Lemma 4.6 with W (t) = Fτ to equation (6.1) one
obtains

d

dt
Ỹ (t) + L∗A+BFτ ,Π∗Fτ

(t)[Ỹ (t)] + MFτ
(t)

+
[
Fτ (t)− F (t)

]T{
R(t) + Π2(t)[Ỹ (t)]

}[
Fτ (t)− F (t)

]
= 0

(6.3)

for t ∈ Iτ . From (6.2) and (6.3) one obtains
d

dt

[
Ỹ (t)−Xτ (t)

]
+ L∗A+BFτ ,Π∗Fτ

(t)
[
Ỹ (t)−Xτ (t)

]
+
[
Fτ (t)− F (t)

]T{
R(t) + Π2(t)[Ỹ (t)]

}[
Fτ (t)− F (t)

]
= 0.

Since Ỹ (τ)−Xτ (τ) = Ỹ (τ) ≥ 0, invoking Remark 2.14, (c), we conclude that

Ỹ (t)−Xτ (t) ≥ 0 for all t ∈ (−∞, τ ] ∩ I. (6.4)

Inequality (6.4) together with α) in the proof of Theorem 3.9 shows that the se-
quence {Xτ (t)}τ∈I is increasing and bounded, hence it is convergent. Define

˜̃X(t) := lim
τ→∞

Xτ (t) for t ∈ I.

In a standard way one obtains that ˜̃X is a solution of (3.1). The minimality property
of ˜̃X and the periodicity follows as in the proof of Theorem 3.9. �

Lemma 6.2. Assume that the quadruple Σ = (A,B,Π,Q) satisfies
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(a) 0 ∈ ΓΣ.
(b) The triple (C,A+BW, Π∗W ) is detectable, where W (t) = −R−1(t)LT (t) and

C is such that CT (t)C(t) = M(t)− L(t)R−1(t)LT (t).
Under these assumptions any bounded and positive semi-definite solution of equation
(3.1) is a stabilizing solution.

Proof. The proof has two stages. Firstly, the proof of the lemma is made in the
particular case L(t) ≡ 0. Secondly we shall show that the general case may be
reduced to the particular case of the first step.

(i) Assume that L(t) ≡ 0. In this case W (t) ≡ 0 and ΠW (t) = Π1(t) for t ∈ I
and the assumption b) in the statement is equivalent to the detectability of the
triple (C,A,Π∗1) where C is such that CT (t)C(t) = M(t) for t ∈ I. Let X be a
bounded and positive semi-definite definite solution of equation (3.1) and F := FX .
We have to show that LA+BF,Π∗F

generates an exponentially stable evolution.
Let (t0,H) ∈ I×Sn

+ be fixed and let S be the solution of the initial value problem

d

dt
S(t) = LA+BF,Π∗F

(t)[S(t)], S(t0) = H. (6.5)

We show that ∫ ∞

t0

‖S(t)‖2 dt ≤ δ‖H‖2,

where δ > 0 is constant independent of t0 and H.
By the detectability assumption it follows that there exists a bounded and con-

tinuous function K such that the operator LA+KC,Π1 generates an exponentially
stable evolution, where

LA+KC,Π1(t)[X] =
[
A(t) + K(t)C(t)

]
X + X

[
A(t) + K(t)C(t)

]T + Π∗1(t)[X]. (6.6)

Using (6.6) equation (6.5) may be written as

d

dt
S(t) = LA+KC,Π1(t)[S(t)]−K(t)C(t)S(t)− S(t)CT (t)KT (t)

+
[
Π∗F (t)[S(t)]−Π∗1(t)[S(t)]

]
.

(6.7)

We introduce the following perturbed operator X → Lε(t)[X] by

Lε(t)[X] := LA+KC,Π1(t)[X] + ε2X + ε2Π∗1(t)[X].

Let T (t, s) be the evolution operator on Sn defined by

d

dt
S(t) = LA+KC,Π1(t)[S(t)].

Since LA+KC,Π1 generates an exponentially stable evolution, we have

‖T (t, s)‖ ≤ βe−2α(t−s) for t ≥ s, t, s ∈ I

for some constants α, β > 0. By a standard argument based on Gronwall’s Lemma
one obtains that for ε > 0 small enough

‖Tε(t, s)‖ ≤ βe−α(t−s) for t ≥ s, t, s ∈ I, (6.8)

where Tε(t, s) is the linear evolution operator on Sn defined by the linear differential
equation

d

dt
Y (t) = Lε(t)[Y (t)].
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Let ε > 0 be such that (6.8) is fulfilled and let Y (t) be the solution of the following
forward differential equation

d

dt
Y (t) = Lε(t)[Y (t)] +

1
ε2

K(t)C(t)S(t)CT (t)KT (t) +
(
1 +

1
ε2

)
Π̂∗F (t)[S(t)], (6.9)

where
Π̂F (t)[X] = FT (t)Π2(t)[X]F (t)

satisfying the initial condition Y (t0) = H. Set Z(t) := Y (t)−S(t). We obtain from
(6.7) and (6.9) that

d

dt
Z(t) = Lε(t)[Z(t)] + U(t), Z(t0) = 0,

where

U(t) =
[
εIn +

1
ε
K(t)C(t)

]
S(t)

[
εIn +

1
ε
K(t)C(t)

]T
+ Π∗ε,F (t)[S(t)]

with

Πε,F (t)[X] =
(

εIn

− 1
εF (t)

)T

Π(t)[X]
(

εIn

− 1
εF (t)

)
.

Taking into account that S(t0) = H ≥ 0 it follows that S(t) ≥ 0 for t ≥ t0 and
hence U(t) ≥ 0 for t ≥ t0. On the other hand X 7→ ε2X + ε2Π∗1(t)[X] is a positive
linear operator.

Since LA+BK,Π1 generates a positive evolution it follows from Proposition 2.5
that Lε generates a positive evolution.

Based on Remark 2.14, (c), we conclude that Z(t) ≥ 0 for t ≥ 0, hence 0 ≤
S(t) ≤ Y (t) which leads to

0 ≤ ‖S(t)‖2 ≤ ‖Y (t)‖2. (6.10)

Applying the representation formula (2.24) to equation (6.9) we may write

Y (t) = Tε(t, t0)H +
∫ t

t0

Tε(t, s)U1(s) ds for t ≥ t0, (6.11)

where
U1(s) =

1
ε2

K(s)C(s)S(s)CT (s)KT (s) +
(
1 +

1
ε2

)
Π̂∗F (s)[S(s)].

Taking into account the definition of the adjoint operator we obtain

Π̂∗F (s)[S(s)] = Π∗2(s)
[
F (s)S(s)FT (s)

]
.

This allows us to write U1(s) as

U1(s) =
1
ε2

K(s)C(s)S(s)CT (s)KT (s)

+
(

1 +
1
ε2

)
Π̌2(s)

[
R1/2(s)F (s)S(s)FT (s)R1/2(s)

]
,

where Y 7→ Π̌2(s)[Y ] is defined by

Π̌2(s)[Y ] := Π∗2(s)
[
R−1/2(s)Y R−1/2(s)

]
.

Further we have

‖U1(s)‖2 ≤
(
1 +

1
ε2

)
γ
[
‖C(s)S(s)CT (s)‖2 + ‖R1/2(s)F (s)S(s)FT (s)R1/2(s)‖

]
,

(6.12)
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where γ = max{sups∈I ‖K(s)‖22, sups∈I ‖Π̌2(s)‖}. From the definition of the norm
‖ · ‖2 we deduce

‖C(s)S(s)CT (s)‖2 + ‖R1/2(s)F (s)S(s)FT (s)R1/2(s)‖2
≤ Tr[C(s)S(s)CT (s)] + Tr[R1/2(s)F (s)S(s)FT (s)R1/2(s)].

Using the properties of the trace together with (2.1) we have

‖C(s)S(s)CT (s)‖2 + ‖R1/2(s)F (s)S(s)FT (s)R1/2(s)‖2
≤ 〈CT (s)C(s) + FT (s)R(s)F (s), S(s)〉.

(6.13)

Applying Lemma 3.4, we may write equation (3.1), verified by the bounded and
positive semi-definite solution X, in the form

d

ds
X(s) + L∗A+BF,Π∗F

(s)[X(s)] + CT (s)C(s) + FT (s)R(s)F (s) = 0.

Thus we obtain

〈CT (s)C(s) + FT (s)R(s)F (s), S(s)〉

= −
〈

d

ds
X(s), S(s)

〉
−
〈
L∗A+BF,Π∗F

(s)[X(s)], S(s)
〉

= −
〈

d

ds
X(s), S(s)

〉
−
〈
X(s),LA+BF,Π∗F

(s)[S(s)]
〉

= − d

ds
〈X(s), S(s)〉.

(6.14)

¿From (6.13), (6.14) we get∫ t

t0

[
‖C(s)S(s)CT (s)‖2 + ‖R1/2(s)F (s)S(s)FT (s)R1/2(s)‖2

]
ds

≤ 〈X(t0), S(t0)〉 − 〈X(t), S(t)〉.

Taking into account that 〈X(t), S(t)〉 ≥ 0 for t ≥ t0 and ‖X(t)‖2 ≤ ρ for all t ∈ I
where ρ > 0 is a constant not depending on t, we obtain∫ t

t0

[
‖C(s)S(s)CT (s)‖2 + ‖R1/2(s)F (s)S(s)FT (s)R1/2(s)‖2

]
ds ≤ ρ‖H‖2 (6.15)

for t ≥ t0. From (6.8), (6.11) and (6.12) we have

‖Y (t)‖2 ≤ βe−α(t−t0)‖H‖2 + βγ

(
1 +

1
ε2

)∫ t

t0

e−α(t−s)
[
‖C(s)S(s)CT (s)‖2

+ ‖R1/2(s)F (s)S(s)FT (s)R1/2(s)‖2
]
ds,

which leads to∫ τ

t0

‖Y (t)‖2 dt ≤ β

α
‖H‖2 + βγ

(
1 +

1
ε2

) ∫ τ

t0

∫ t

t0

e−α(t−s)
[
‖C(s)S(s)CT (s)‖2

+ ‖R1/2(s)F (s)S(s)FT (s)R1/2(s)‖2
]
ds dt.

Changing the order of integration and invoking (6.15) we obtain∫ τ

t0

‖Y (t)‖2 dt ≤ β

α

[
1 +

(
1 +

1
ε2

)
γρ
]
‖H‖2 =: δ‖H‖2.
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Taking the limit for τ →∞ we deduce∫ ∞

t0

‖Y (t)‖2 dt ≤ δ‖H‖2 for all t0 ∈ I, H ∈ Sn
+,

where δ is independent of t0 and H. From (6.10) it follows now that∫ ∞

t0

‖S(t)‖2 dt ≤ δ‖H‖2 for all t0 ∈ I, H ∈ Sn
+. (6.16)

Since for any H ∈ Sn there are Hi ∈ Sn
+, i = 1, 2, such that H = H1 − H2

and ‖H‖2 = max{‖H1‖2, ‖H2‖2} one easily obtains that (6.16) holds for arbitrary
t0 ∈ I and H ∈ Sn and thus the proof is complete for the case L(t) ≡ 0.

(ii) Let us consider the general case when L(t) 6≡ 0. Let X be a bounded and
positive semi-definite definite solution of equation (3.1). Applying Lemma 5.7 for
W (t) = −R−1(t)LT (t) we obtain that X is a bounded and positive semi-definite
solution of the equation

d

dt
X(t) + L∗A−BR−1LT (t)[X(t)] + CT (t)C(t) + ΠW (t)[X(t)]

−
{
X(t)B(t) + Π12W (t)[X(t)]

}{
R(t) + Π2(t)[X(t)]

}−1

×
{
X(t)B(t) + Π12W (t)[X(t)]

}T = 0,

(6.17)

where ΠW (t) is defined as in (3.6),

Π12W (t) := Π12(t)− L(t)R−1(t)Π2(t)

and
CT (t)C(t) = M(t)− L(t)R−1(t)LT (t).

Equation (6.17) is an equation of type (3.1) with L(t) ≡ 0. Applying the first part
of the proof we deduce that X is a stabilizing solution of equation (6.17). Let

F̂ (t) := −
{
R(t) + Π2(t)[X(t)]

}−1{
X(t)B(t) + Π12W (t)[X(t)]

}T

be the stabilizing feedback gain associated to the solution X regarded as a solution
of (6.17). Then it is easy to see that F̂ (t) − R−1(t)LT (t) = F (t), where F (t) :=
FX(t) is defined as in Lemma 3.4. Hence,

A(t)−B(t)R−1(t)LT (t) + B(t)F̂ (t) = A(t) + B(t)F (t),

and(
In

F̂ (t)

)T ( ΠW (t)[X] Π12W (t)[X]{
Π12W (t)[X]

}T Π2(t)[X]

)(
In

F̂ (t)

)
=
(

In

F̂ (t)

)T (
In −L(t)R−1(t)
0 Im

)
Π(t)[X]

(
In 0

−R−1(t)LT (t) Im

)(
In

F̂ (t)

)
=
(

In

F (t)

)T

Π(t)[X]
(

In

F (t)

)
= ΠF (t)[X].

These facts allow us to conclude that X is a stabilizing solution of equation (3.1)
and the proof ends. �

Remark 6.3. Assume that the quadruple Σ = (A,B, Π,Q) satisfies 0 ∈ Γ̃Σ. Then
any bounded and positive semi-definite solution X : I → Sn

+ of equation (3.1) is a
stabilizing solution, and we have X(t) � 0 for t ∈ I.
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Theorem 6.4. Assume that the quadruple Σ = (A,B,Π,Q) satisfies the following
assumptions:

(a) 0 ∈ ΓΣ;
(b) (A,B,Π) is stabilizable.
(c) (C,A − BR−1LT ,Π∗W ) is detectable where ΠW is defined as in (3.6) for

W (t) = −R−1(t)LT (t) and C is such that

CT (t)C(t) = M(t)− L(t)R−1(t)LT (t).

Then (3.1) has a unique solution X : I → Sn
+ which is bounded and stabilizing.

Proof. Based on Theorem 6.1 we deduce that equation (3.1) has both a maximal
solution X̃ and a minimal positive semi-definite solution ˜̃X such that X̃(t) ≥ X̄(t) ≥
˜̃X(t) ≥ 0 for all t ∈ I, where X̄ is an arbitrary bounded and positive semi-definite
solution of (3.1). Applying Lemma 6.2 it follows that both X̃ and ˜̃X are stabilizing
solutions.

From the uniqueness of the stabilizing and bounded solution of equation (3.1)
we conclude that ˜̃X(t) = X̃(t) for all t ∈ I and thus the proof is complete. �

Remark 6.5. As we have seen in Theorem 6.1 equation (3.1) has two remarkable
solutions, namely X̃ : I → Sn, which is the maximal solution, and ˜̃X : I → Sn,
which is the minimal solution in the class of all bounded and positive semi-definite
solutions of (3.1). Theorem 6.4 shows that under the assumption of detectability
these two solutions coincide. However in the absence of detectability these two
solutions may be different. If in addition to the assumptions of Theorem 6.4 we
assume that 0 ∈ Γ̃Σ – which is equivalent to Q(t) � 0 – then X̃ � 0. This results
immediately from Theorem 2.11 and formula (3.7) with X := X̃ and W := F X̃ .

We can see this in the following simple example. Consider equation (3.1) with
constant coefficients and n = 2, m = 1,

A =
(

1 0
0 3

)
, B =

(
2
1

)
, M =

(
1 0
0 0

)
,

L = 0, R = 1, Π1(X) = X, Π12 = 0, Π2 = 0. One obtains that

X̃ =
(

8 −21
−21 63

)
and ˜̃X =

(
1 0
0 0

)
.

It can be seen that X̃ is just the stabilizing solution. On the other hand if Xτ is
the solution of (3.1) with Xτ (τ) = 0 we have

Xτ (t) =
(

x(t) 0
0 0

)
with x(t) =

1− e−5(τ−t)

1 + 4e−5(τ−t)
.

Clearly limτ→∞Xτ (t) = ˜̃X and therefore ˜̃X is the minimal positive semi-definite
solution.

Theorem 6.6. Assume that A, B, Q and Π are periodic functions with period
θ > 0 and that all the assumptions of Theorem 6.4 are fulfilled. Then

lim
t→−∞

(
X(t, t0, X0)−Xs(t)

)
= 0 for all X0 ∈ Sn

+; (6.18)

here Xs is the unique stabilizing θ-periodic solution of (3.1).
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Proof. We choose a θ-periodic function M̃ : R → Sn such that M̃(t) ≥ M(t) and

Q̃(t) :=
(

M̃(t) L(t)
L(t)T R(t)

)
� 0.

Then it follows from Corollary 5.9 and Remark 6.5 that the generalized Riccati
equation

d

dt
X(t) + AT (t)X(t) + X(t)A(t) + M̃(t) + Π1(t)[X(t)]

−
{
X(t)B(t) + Π12(t)[X(t)] + L(t)

}{
R(t) + Π2(t)[X(t)]

}−1

×
{
X(t)B(t) + Π12(t)[X(t)] + L(t)

}T = 0

(6.19)

has a periodic and stabilizing solution X̃s(t) � 0. For given X0 ∈ Sn
+ we choose

λ > 1 such that X0 ≤ λX̃s(0) and consider the functions X` ≡ 0 and Xu = λX̃s.
We verify that X` and Xu satisfy the conditions of Theorem 3.11, (ii). Since 0 ∈ ΓΣ

and Xs(t) ≥ 0 it is sufficient to show that
d

dt
Xu(t) +R(t,Xu(t)) ≤ 0 for t ≤ 0. (6.20)

Denote by Rλ(t) the generalized Riccati-type operator associated to the quadru-
ple (A,B,Π, λQ). Since Q(t) ≤ λQ(t) it follows from [17, Lemma 4.4] that
R(t, Xu(t)) ≤ Rλ(t, Xu(t)). Multiplying (6.19) by λ > 1 we infer that

d

dt
Xu(t) +Rλ(t, Xu(t)) = λ

(
M(t)− M̃(t)

)
≤ 0.

Therefore (6.20) is valid.
As in the proof of Theorem 3.11 it follows that X(·, 0, 0) and X(·, 0, Xu(0)) are

cyclomonotonically increasing (respectively decreasing) as t decreases, and both
converge to θ-periodic solutions of (3.1). Moreover, by Theorem 3.6 we have

0 ≤ X(t, 0, 0) ≤ X(t, 0, X0) ≤ X(t, 0, Xu(0)) for t ≤ 0. (6.21)

Since under our assumptions Xs is the unique positive semi-definite θ-periodic
solution of (3.1), (6.18) follows from (6.21). �

Theorem 6.6 shows that under its assumptions the dynamics defined by (3.1) on
Sn

+ is very special and comparable to that of symmetric matrix Riccati differential
equations – this is the reason why we call (3.1) (generalized) Riccati-type equation.

Remark 6.7. The proofs of Theorems 4.7 and 6.1 show in connection with Theo-
rem 3.6 that the maximal and the minimal positive semi-definite solution (provided
they exist) both depend monotonically on Q. In the time-invariant case this has
already been mentioned in [9] and [17].

7. Generalizations

7.1. Generalization of the linear part. All the results for equation (3.1) ob-
tained in Sections 3-6 are still valid for equations of the form

d

dt
X(t) + L∗0(t)[X(t)] + M(t) + Π1(t)[X(t)]

−
{
X(t)B(t) + Π12(t)[X(t)] + L(t)

}{
R(t) + Π2(t)[X(t)]

}−1

×
{
X(t)B(t) + Π12(t)[X(t)] + L(t)

}T = 0,
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where B,Π,Q are as in (3.1) and L0(t) : Sn → Sn is a linear operator with the
properties

(a) L0 generates a positive evolution and
(b) the operator X 7→ L0(t)[X] + B(t)W (t)X + X(B(t)W (t))T also generates

a positive evolution for arbitrary W : I → Rm×n.
Equation (3.1) corresponds to the particular case L0(t)[X] = A(t)X +XAT (t), and
it has the above properties.

7.2. Generalized Riccati operators containing the Moore-Penrose inverse.
Define D(R+) as the set of all (t, X) ∈ I × Sn with R(t) + Π2(t)[X] ≥ 0 and

ker
{
R(t) + Π2(t)[X]

}
⊆ ker

{
L(t) + XB(t) + Π12(t)[X]

}
.

Then we may consider R+ : D(R+) → Sn where

R+(t,X) = AT (t)X + XA(t) + Π1(t)[X] + M(t)

−
{
XB(t) + Π12(t)[X] + L(t)

}{
R(t)Π2(t)[X]

}+

×
{
XB(t) + Π12(t)[X] + L(t)

}T ;

here Z+ denotes the Moore-Penrose inverse of a matrix Z. Combining the methods
used in [17] with the approach of this paper it follows that the assertion of the
Comparison Theorem 3.6 remains analogously valid for two rational differential
equations

d

dt
X(t) +R+(t,X(t)) = 0 and

d

dt
X(t) + R̃+(t,X(t)) = 0,

where R̃+ is (analogously to R+) associated to a quadruple (A,B,Π, Q̃). In this
case the assumption b) of Theorem 3.6 can be replaced by the weaker assumption
(t, X2(t)) ∈ D(R̃+) for t ∈ I1. Moreover, in generalization of Theorem 4.7 we get

Theorem 7.1. Assume that (A,B, Π) is stabilizable. Then the following are equiv-
alent:

(i) The set

Γ̂Σ := {X ∈ C1
b (I,Sn) : λΣ[X(t)] ≥ 0, t ∈ I}

is not empty.
(ii) The equation

d

dt
X(t) +R+(t, X(t)) = 0

has a maximal and bounded solution X̃ : I → Sn.

7.3. An equivalent definition of stabilizability. Assume that the operator
X 7→ Π(t)[X] is linear. Then as a consequence of [17, Lemma 5.1] it follows that
the Fréchet derivative of

f(t, X) :=
d

dt
X +R(t, X)

at X is given by

f ′X(t,H) =
d

dt
H +R′X(t, H) =

d

dt
H + L∗F X (t)[H].
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Therefore (A,B,Π) is stabilizable if and only if there is a function X0 : I → Sn

such that R′X(t,X0(t)) (or the corresponding differential equation) generates an
asymptotic stable evolution.

It is easy to see (compare [17]) that the sequence (Xk)k∈N of functions defined
in the proof of Theorem 3.11 are generated by the Newton-Kantorovich procedure,
applied to the operator equation f(t, X) = 0. Notice that the stabilizability condi-
tion ensures the existence of a stabilizing initial function X0. The condition ΓΣ 6= ∅
guarantees (as a consequence of the Comparison Theorem) that the decreasing
sequence (Xk)k∈N is bounded below and hence convergent to X̃.

In the time-invariant case it has been proved recently by Damm and Hinrichsen
that the Newton-Kantorovich procedure is also the adequate tool for proving results
on the maximal solution of nonlinear operator equations of the form f(X) = 0 in
real Banach spaces provided f is concave on some domain D and certain additional
conditions are fulfilled (see [10] for details).

7.4. Sums of generalized Riccati operators. For 1 ≤ κ ≤ k let quadruples
Σκ = (Aκ, Bκ,Πκ,Qκ) and associated operators Rκ : D(Rk) → Sn of type (3.4) be
given. Define

R0 : D(R0) :=
k⋂

κ=1

D(Rκ) → Sn, (t, X) 7→
k∑

κ=1

Rκ(t,X).

Then (under analogous assumptions) all results that were obtained in Sections 3 –
6 can be derived analogously for the differential equation

d

dt
X(t) +R0(t, X(t)) = 0.

For example the following Comparison Theorem can be proved analogously to The-
orem 3.6:

Theorem 7.2. For 1 ≤ κ ≤ k let quadruples Σκ = (Aκ, Bκ,Πκ,Qκ), Σ̃κ =
(Aκ, Bκ,Πκ, Q̃κ) and associated operators Rκ : D(Rk) → Sn, R̃κ : D(R̃k) → Sn

of type (3.4) be given. Let Xi : I1 ⊂ I → Sn, i = 1, 2, be solutions of

d

dt
X1(t) +

k∑
κ=1

Rκ(t,X1(t)) = 0,
d

dt
X2(t) +

k∑
κ=1

R̃(t, X2(t)) = 0.

Assume that

(a) Qκ(t) ≥ Q̃κ(t) for t ∈ I and κ ∈ {1, . . . , k};
(b) R̃κ(t) + Π2,κ(t)[X2(t)] � 0 for t ∈ I1 and κ ∈ {1, . . . , k};
(c) there exists τ ∈ I1 such that X1(τ) ≥ X2(τ).

Under these conditions we have X1(t) ≥ X2(t) for all t ∈ (−∞, τ ] ∩ I1.

As it was pointed out in [17, Section 4] such a Comparison Theorem can be
used in order to derive in an elegant way existence results for nonlinear differential
equations.

Example 7.3. The main results of [23] on the existence of optimal controls for
certain stochastic control problems are based on the existence of the solution of the
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terminal value problem
d

dt
X(t)−A(t)X(t)−X(t)AT (t) + B(t)R−1(t)BT (t)−X(t)Q(t)X(t)

+ C(t)X(t)
[
S(t)X(t) + I

]−1
CT (t) = 0, X(tf ) = Xf ,

(7.1)

where the coefficients A, B, C and S are bounded and locally integrable. Addition-
ally it is assumed that Q(t), S(t), Xf ≥ 0 and R(t) � 0. Since S(t) has a square
root D(t) := S1/2(t) ≥ 0 and[

S(t)X(t) + I
]−1 = I −D(t)

[
I + D(t)X(t)D(t)

]−1
D(t)X(t),

we can rewrite (7.1) as

d

dt
Y (t) = A(t)Y (t) + Y (t)AT (t) + M(t) + Π1(t)[Y (t)]

−
{
Y (t)B(t) + Π12(t)[Y (t)] + L(t)

}{
R(t) + Π2(t)[Y (t)]

}−1

×
{
Y (t)B(t) + Π12(t)[Y (t)] + L(t)

}T
.

(7.2)

where B̃(t) :=
(
Q1/2(t) 0

)
,

Π1(t)[X(t)] := C(t)X(t)CT (t), Π12(t)[X(t)] :=
(
0 C(t)X(t)D(t)

)
and

Π2(t)[X] :=
(

0 0
0 D(t)X(t)D(t)

)
.

It is not difficult to see that

Π(t)[X] =
(

Π1(t)[X] Π12(t)[X](
Π12(t)[X]

)T Π2(t)[X]

)
=

C(t)
0

D(t)

X

C(t)
0

D(t)

T

is a positive linear operator. Corollary 3.8 shows now that the solution X of (7.2)
satisfies

0 ≤ X(t) ≤ Xu(t) for 0 ≤ t ≤ tf ,

where Xu is the solution of the linear terminal value problem
d

dt
Xu(t)−A(t)Xu(t)−Xu(t)AT (t) + B(t)R−1(t)BT (t)

+ C(t)Xu(t)CT (t) = 0, Xu(tf ) = Xf .

Under suitable assumptions we may derive the corresponding results concerning the
existence of the maximal solution, stabilizing solution, minimal solution respectively
of equation (7.2) or equivalently of equation (7.1). Notice that Theorem 7.2 could
also be applied to equation (7.1).

7.5. Forward Riccati-type differential equations. Together with (3.1) a qua-
druple Σ = (A,B, Π,Q) defines also a so-called forward Riccati-type differential
equation

d

dt
Y (t) = A(t)Y (t) + Y (t)AT (t) + M(t) + Π1(t)[Y (t)]

−
{
Y (t)B(t) + Π12(t)[Y (t)] + L(t)

}{
R(t) + Π2(t)[Y (t)]

}−1

×
{
Y (t)B(t) + Π12(t)[Y (t)] + L(t)

}T
.

(7.3)
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In the particular case where Π(t) ≡ 0, L(t) ≡ 0 and BT (t) is the matrix coefficient
of an output the equation (7.3) appears in connection with the filtering problem
[27].

With the same proof as of Theorem 3.6 we may obtain the following comparison
theorem for the equation (7.3).

Theorem 7.4 (Comparison Theorem). Let R̂ be the operator (3.4) associated to
the quadruple Σ̂ = (A,B,Π, Q̂) and R̃ be the operator of type (3.4) associated to the
quadruple Σ̃ = (A,B, Π, Q̃) where A, B, Π are as before and Q̂(t) =

(
M̂(t) L̂(t)

L̂(t)T R̂(t)

)
,

Q̃(t) =
(

M̃(t) L̃(t)

L̃(t)T R̃(t)

)
with L̂(t), L̃(t) ∈ Rn×m, M̂(t), M̃(t) ∈ Sn and R̂(t), R̃(t) ∈

Sm. Let Yi : I1 ⊂ I → Sn, i = 1, 2, be solutions of

d

dt
Y1(t) = R̂(t, Y1(t)),

d

dt
Y2(t) = R̃(t, Y2(t)).

Assume that
(a) Q̂(t) ≥ Q̃(t) for all t ∈ I;
(b) R̃(t) + Π2(t)[Y2(t)] > 0 for t ∈ I1;
(c) there exists τ ∈ I1 such that Y1(τ) ≥ Y2(τ).

Under these conditions we have Y1(t) ≥ Y2(t) for all t ∈ [τ,∞).

The proof of the above theorem is based on Proposition 3.5 (i).
In order to derive results concerning the existence of the maximal solution, stabi-

lizing solution, minimal solution respectively for equation (7.3) we need to assume
that I = R and apply the results of Theorem 2.18 and Proposition 2.15 instead of
Theorem 2.11 and Theorem 2.13. The stabilizability concept used for the backward
differential equation (3.1) will be replaced by a dual concept of detectability.
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