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REACHABILITY OF A SECOND-ORDER
INTEGRO-DIFFERENTIAL EQUATION ON RIEMANNIAN
MANIFOLD FOR A VISCOELASTICITY MODEL

KANG ZHOU

Communicated by Goong Chen

ABSTRACT. We study a reachability problem for a second-order integro-differential
equation on a finite-dimensional Riemannian manifold, which is a model equa-
tion for viscoelasiticity. We apply a Carleman estimate for the wave equations

on Riemannian manifolds to establish the observability inequality.

1. INTRODUCTION

Let M be an n-dimensional Riemannian manifold with metric g(-,-) = (-, ) and
squared norm |X|? = g(X, X). Let Q be an open bounded, connected, compact
set of M with smooth boundary I' = 'y UT';, where I'g is nonempty and relatively
open in I'. Let v denote the outward unit normal field along the boundary I
Further, denote by A the Laplace-Beltrami operator on the manifold M and by D
the Levi-Civita connection on M, respectively.

Let T > 0 be given. Set Q = (0,7) x Q, ¥ = (0,T) xT', and 3; = (0,7) x T;
for ¢+ = 0,1. We consider a reachability problem for the following second-order
integro-differential equation

t
= Bu+ (P(0).Du) + poltyu+ [ plt,s)Au(sds in Q.
0

u=0 onX;, u=¢ on X, (1.1)

u(0) =u(0) =0 in Q.

Here P(t) is a vector field on M for ¢t > 0, and py and p are functions with
po € L=(R x M) and p(t,s) € C?([0,00)?). This equation is a model equation for
viscoelasticity (see Priiss [20]). In these physical interpretations, u(x,t) represent
displacement from the natural state of the reference configuration at position = and
time ¢. We ask whether the system is reachable at time T > 0 by L?(%g)
control. In other words, for given (ug,u1) € L?(Q) x H~1(Q2), whether there exists
a boundary control function ¢ € L?(Xg) that can drive the solution of to the
final state

w(z, T) = ug(x), u(z,T)=wui(xz) in Q. (1.2)
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Let us first review some known results on analogous problems. To begin with,
regarding the generality of model , we notice that such an integro- differential
equation on Riemannian manifold includes, in particular, a general second-order
hyperbolic equation with a memory term defined on a Euclidean bounded domain,
with principal part coefficients a;;(x) variable in space. There are lots of papers
studied this second-order hyperbolic equation with a memory for the constant co-
efficients on a Euclidean domain. A reachability problem for a wave equation with
a memory was presented by Lions [I7]. Leugering [16] proved reachability for a
plate equation with a memory by a harmonic analysis method in a rectangle do-
main under the assumption that the memory kernel is in the form of convolution.
In Loreti and Sforza [I8], the authors considered reachability for a wave equation
with a special memory kernel p(¢,s) = Be~1t=%) in an open ball in R™ by us-
ing nonharmonic analysis techniques. For a similar equation in a general domain,
Lasiecka [I3] resolved reachability by a direct operator method. The argument is
valid for a more general kernel that depends on time and space variables. For a
general discussion of our problem, Kim [I1] obtained a reachability property based
on a new kind of unique continuation property and the observability inequalities
for wave equations. However, these above conclusions are all constructed for the
case of constant coefficients (i.e. a;;(z) = d;;, Vo € Q). For the variable coefficients
case, a Riemannian geometry method was first introduced in Yao [23] to solve the
exact controllability of wave equations.

The Riemannian geometry is a necessary tool for control of the wave equation
with variable coefficients mainly due to its two virtues: The Bochner technique
provides us with a great computations tool to obtain the multiplier identities, and
the curvature theory provides the global information on the existence of an escape
vector field which guarantees the exact controllability.

Considering the problem on a Riemannian manifold, the unique continuation
property presented in Kim [I1] is invalid. Moreover as long as equation with
integral terms is concerned, it is not easy to apply the general geometric multiplier
H(w) to obtain the observability inequalities directly.

A Carleman estimate is another important tool for the control problem for a
hyperbolic system and was derived by Carleman [5] for proving the unique con-
tinuation property. In a word, a Carleman estimate is a L2-weight estimate with
weight function 7% which is valid uniformly for all large parameter 7 > 0. There
are many works concerning Carleman estimates for hyperbolic equations, as shown,
e.g., in Baudouin, Buhan and Ervedoza [I], Fu, Yong and Zhang [§], Fursikov and
Imanuvilov [9], Lasiecka and Triggiani [I5], Imanuvilov [I9] and Triggiani and Yao
[21], and the references therein. For general wave equations on Riemannian man-
ifold, Triggiani and Yao [21] established a Carleman estimate with no lower-order
terms to obtain the observability inequality by using the geometric method. We
apply the above results to establish a Carleman estimate for a wave equation with
an integral term on Riemannian manifold. Then we apply the estimate to obtain
an observability inequality under some assumption of initial values.

Our paper is organized as follows. In section 2, we introduce the escape vector
field and state our main results. In section 3, we use the duality method to change
the reachability of problem into an observability inequality . In section
4, we provide a Carleman estimate for wave equations with a memory term on
Riemannian manifold and then we prove our main results. In the last section, we
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give some remarks about our conclusions. The details are presented in the following
sections.

2. MAIN RESULTS

Definition 2.1. Let (M, g) be a Riemannian manifold and let 2 be a open bounded
set of M. A vector field H is said to be an escape vector field on € if the covariant
differential DH of H in the metric ¢ is a positive tensor field on Q, i.e., there is a
constant py > 0 such that

DH(X,X)(z) = (Dx X, X)(x) > po|X|>, VreQ, X € M,.

Remark 2.2. Escape vector fields were introduced by Yao [23] as a checkable
assumption for the exact controllability of the wave equation with variable coeffi-
cients. The existence of such a vector field is an assumption for our problem (see
(H1) below).

To state the Carleman estimate, we need the following assumptions.

(H1) There exists a proper function d : Q — R of class C® that is strictly convex
in the metric g. This means H = Dd is an escape vector field on €2, i.e.,

DH(X,X)(z) = D*d(X, X)(x) > po|X|?, Ve, X € M,. (2.1)
(H2) The function d has no critical point on Q:
inf |Dd(x)* > 0.
z€EQ

As shown in Lasciecka, Triggiani and Yao [14], by translation and rescaling, we can
always achieve pg = 2 in ([2.1)).

Remark 2.3. The class of escape vector fields for the metric is larger than that
which is given by all gradients of strictly convex functions. There is an escape
vector field which is not a gradient of any strictly convex function; see Yao [22]
Example 2.6].

Remark 2.4. The square of the distance function initiating from a given point
xo € Q in the metric g is strictly convex in a neighborhood of xp, which means
the escape vector field certainly exists locally. Generally speaking, the sectional
curvature of the Riemannian manifold (M, g) can provide the global information
on its existence. For details, please see Yao [22].

We define Ty by

T? = maxd(z). (2.2)
zeQ

Our reachability result reads as follows.

Theorem 2.5. Let T > Ty be given. Assume (H1) and (H2) holds. Then for any
T > Ty, for given ug € L?(Q), there is a control ¢ € L?*(0,T; L*(T'y)) such that the

solution of system (1.1) satisfies
u(z, T) =uo(x) in Q.

This theorem implies system (|1.1)) being displacement reachable at a time T > 0
by L?(X) control.



4 K. ZHOU EJDE-2019/31

3. OBSERVABILITY INEQUALITIES

By the duality method, solving the reachability problem (1.1]) and (1.2]) amounts
to establishing an observability inequality

||’UV||%2(EO) 2 CT(”yUH%[é(Q) + ||y1||2L2(Q)) (3.1)
for the dual system

T
yre = Ay — (P(t), Dy) + (po — div P)y —|—/ p(s,t)Ay(s)ds in Q,
t
y=0 on X,
y(T)=yo, w(T)=y inQ,

where div is the divergence operator of the metric g. In (3.1)) v, = (Dv,v) and v is
defined by

(3.2)

T
v(z,t) = y(z,t) —I—/t p(s,t)y(x,s)ds, ¥Y(x,t) € Q, (3.3)

where y is the solution to problem ([3.2)).
By following a procedure as in Kim [II] or Yao [22], it is easy to obtain the
following result.

Theorem 3.1. System (L.1)) is displacement reachable at a time T > 0 by L*(Xo)
control if and only if there is a constant Cr > 0, independent of solutions, such
that

loull72(550) = Crllynll 2y, for any yo =0, y1 € L*(Q), (3.4)
where v and y are given by (3.3) and (3.2)), respectively.
Our task in this article is to obtain the observability inequality (3.4) for system
=)

Theorem 3.2. Let T > Ty be given. Assume (H1) and (H2) hold. Then there is a
constant Ct > 0 such that

o s > Crllol @ + 9113 @)
for all solutions y € C([0,T]; H3(2)) N CH([0,T]; L3(2)) to (3.2)) with yo = 0 or
y1 = —1/2p(T, T)yo, where v is defined by (3.3) and Ty is defined in (2.2)) and
I'o={xeTl:d, =(Dd,v) > 0}. (3.5)
The proof of this theorem will be given in the end of Section 4. Clearly, Theorem
and Theorem [3.2]imply Theorem Next, we present another theorem equiva-

lent to Theorem We define an operator K : C([0,T]; L?(2)) — C([0,T]; L*(Q))
by

T
(K)wt) = [ pls (o s)ds, ¥t € Q. (3.6)
t
The relation can be rewritten as
v(z,t) = y(z,t) + (Ky)(z,t), Y(z,t)€Q. (3-3)

Now we introduce some properties of the above operator K.

Proposition 3.3. The operator K defined in (3.6) has the following properties:
(1) K is a bounded operator;



EJDE-2019/31REACHABILITY OF A SECOND-ORDER INTEGRO-DIFFERENTIAL EQUATION
(2) the operator I + K is 1-1, where I is an identity operator on the space

C([0,T]; L*(Q));
(3) there is a unique function q(s,t) € C*(J) such that

y(x,t) = v(x,t) + /T q(s,t)v(z, s)ds, V(z,t) € Q x [0,T], (3.7)
t
where q is the unique solution of the equation
/: q(s,r)p(r,t)dr + q(s,t) + p(s,t) =0, (3.8)
for all (s,t) € J={(s,1)|0 <t <s<T}.

Proof. (1) By Holder’s inequality, we have

16O = [ ([ ot tute.s)d9)’da

<[ (s, s / e, 5)ds) o
<A(1TM2dslTy2(x,s)ds)dx
T

:M2(T—t)/ ()17 () ds

t
< MAT = ?1yllE 0.1 020)> Wt € [0, T,

(3.9)

where M = sup(, 4)c [P(s,t)|. Taking the maximum over all ¢ € [0, 77, we conclude
that K is bounded.
(2) It is sufficient to prove that if

T
y(x,t) +/ (s, t)y(z,s)ds =0, (3.10)
¢
then y(z,t) = 0 for all (z,t) € Q x [0,T]. In fact, select € = 51+, then (3.9) and
(3.10) imply
1Yllc(r-cmirz@) = Kylloqr-erizz) < Mellylloqr-erirz@)),

which implies
ylz,t) =0 in Qx [T —eT]
Substituting this into (3.10]), we obtain

T—e
ylx,t) + /t p(s, t)y(x, s)ds = 0.

By a similar argument, we obtain
y(z,t) =0 in Qx [T —2¢T — €.
Thus y(z,t) = 0 for all (z,t) € Q x [0,T] by finite steps.
(3) Step 1. Equation (3.8) can be written in the form of an operator equation

4= Aq, (Ag)(s,t) = —p(s.t) - / Cg(s plz)dz, V(st) € T
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where A is an operator that maps each function ¢ from the Banach space C(J) to
a function Ag in the same space. Then for each ¢,, g, € C(J),

|(Aga — Agy) (s, 1) = | = /ts(qa(sv z) — av(s, 2))p(, t)dz|

< M/ lga(s, 2) — qu(s, 2)|dz
t
< M(T = t)llga = tsllca)
1
< 5lte —@llewy, YT —e<t<s<T.

Hence A satisfies a Lipschitz condition with Lipschitz constant 1/2 < 1. Hence the
existence and uniqueness of ¢(s,t) for all T — e <t < s < T follows from Banach’s
fixed point theorem. By similar arguments as used in 2), we obtain a unique ¢(s, t)
which satisfies forall 0 <t<s<T.

Step 2. Define § by . Combining with we have
T T T
| vttt sias = [ ptst) () + [ gtz s)ota,2)dz)ds
' tT ’ T z
— [ petnt s+ [ s [tz v s
t t t
T z
— [ e+ [ alzomls tds] oo, )
t ., t
= —/ q(z,t)v(z, 2)dz
t

= U(x7 t) - Zj(ﬂf, t)
(3.11)
This means that ¢ satisfies (3.3)’. Combining (3.11]) and (3.3))’, we obtain that

(I+K)(y—9)=0.

Thus y = ¢ follows from conclusion 2). The relation (3.7]) holds. O
Set
1 (T
w(x,t) =v(z, T —t)exp (5 / p(s, s)ds)7 V(z,t) € Q, (3.12)
T—t

where v is defined in (3.3]) in terms of y, which satisfies (3.2)). By Proposition
and a simple calculation as in Kim [I1], we have the following.

Proposition 3.4. The w, given in (3.12)), solves problem
wy = Aw + (R(t), Dw) 4+ ro(x,t)w + Bw in Q,
w=0 on, (3.13)

w(0) = wg, wi(0)=wy inQ,

where wo = Yo, w1 = —y1 — 1/2p(T, T)yo, and

Bw(z,t) = Z(Gi(s,t),Diw(s» ds, Y(z,t) € Q.

0 ;=0
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In addition, R(t) and G1(s,t) are vector fields for t > s > 0, and ro and Gq are
functions which are expressed, in terms of P, pg and q, as

R(z,t) = —P(x, T — t),

Gi(z,s,t) = —exp (7/ q(z,z)dz)q(T —s,T—t)P(z, T — t),
2 T—s
3 1
ro(x,t) = polx, T —t) + éqt(T —t,T—1t)+ §qS(T —t,T—1)
1
+ ti(T —t,T —t) —div P(x, T — t),

T—t

1
Go(z, s,t) = exp (5 / q(z, z)dz) [Qtt(T =81 =s)+po(T —t)g(T — s, T — 1)
T—s
fdivP(ac,Tft)q(Tfs,Tft)], forx e Q andt > s >0,

where q is given in by (3.8]).

By the relationship (3.12)) between w and v and Proposition we have the
following theorem.

Theorem 3.5. The observability inequality (3.4) holds if and only if there exists a
constant Ct > 0, such that

||wuH2L2(20) 2 CT(HwOH%I[}(Q) + ||w1||2L2(Q))a (3.14)

where w is a solution to problem (3.13) with wg =0 or wy; = 0.

4. A CARLEMAN ESTIMATE AND THE PROOF OF THEOREM
In this section we consider the problem

wy = Aw + (R(t), Dw) 4 ro(z, )w + Bw in Q, (41)
w=0 on f], .

where R, 1o and Bw are the same as presented in (3.13). However, this time in

@.1), Q@ = (-T,T) x Q and ¥ = (=T, T) x I, that means the time variable ¢ of the

unknown w in (4.1)) is assumed in [—7,T]. We will provide a Carleman estimate

for the above system (4.1)), which is based on a Carleman estimate for general

Riemannian wave equations (Triggiani and Yao [21]).

We define the “energy” function

E@t) = %/Q (wi + |Dw|?)dz, for all t € [-T,T]. (4.2)

Proposition 4.1. Let T > Ty be given. Assume (H1) and (H2) holds. Let w be a
solution to (4.1) on Q = (—=T,T) x Q. Then there is a constant Cp > 0 such that

lwull?. 5, = CTE(0). (4.3)

The proof of this proposition will be given after Lemmas and Define a
function ¢ : QQ — R of class C? as

oz, t) = d(z) —ct?, for (z,t) € Q,
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where 0 < ¢ < 1 is selected as follows. Let T" > T, be given, where Tj is given in
(2.2)). Then there exists ¢ > 0 such that

T? > maxd(x) + 4.
e

For this § > 0, there exists a constant ¢, 0 < ¢ < 1, such that

cT? > maxd(x) + 6,
e

which means

p(z,—T) = (2, T) < maxd(z) — I* < =6
zEN

uniformly in = € Q. Since ¢(z,0) = d(z) > 0, there exists ¢y € (0,T), such that

_ min p(z,t) >0, 0<o<mind(x). (4.4)
z€Q,tE[—to,to] zeQ
Define
Q(0) = {(x,t) € Qlp(x,t) > o > 0}. (4.5)

It is not difficult to show that [—tg, tg] X Q C Q(o) C [-T,T] x .

Lemma 4.2. Assume (H1) and (H2) hold. Letw € H“Y(Q) = L*(—T,T; H'(Q))N
HY(=T,T;L*(Q)) be a solution of (4.1). Then there exists constants Ct,Cor > 0
such that for all T > 0 sufficiently large and any € > 0 small,

T
27’/ / e*™?w?(Dd, v)dY + Cr / (w? + |Dw|?) dzx dt + Core®™ / w? da dt
-7 JTo Q Q

to
> (Tep — QC’T)eQTU/ /Q[wt2 + |Dw|?] dx dt,
—to

(4.6)
where p=1— ¢, and Ty is defined by (3.5)).
Proof. We divide our proof into several steps.
Step 1. Consider the problem
2t = Dz + (P(t), D2) + prze + oz + f, 1 Q, “n

z=0 onf],

where P(t) is a vector field on (M, g) for t € (=T, T) and py, po are functions on
Q, satisfying

|P(I’t)|’ |ﬁ1(f£,t)|, |ﬁ0(:177t)| < CT? V(l'vt) € Qa

and f € L2(Q).



EJDE-2019/31REACHABILITY OF A SECOND-ORDER INTEGRO-DIFFERENTIAL EQUATION

Inserting the boundary formula [21], (8.7) p.358] into the formula [21} (5.1) The-
orem 5.1], we obtain, for all 7 > 0 sufficiently large and any ¢ > 0 small,

T
27 / / ¥ 22(Dd, v)dY + 2 / ¥ f2 dx dt + Core®™ / 22 da dt
~T JTg Q

Q
> (tep — QCT)/ e®™(|z¢|* + |D2|?) dx dt
Q

+ (278 + O(?) — 2Cr) / e*™? 2% dx dt (4.8)
Qo)

—CTTSe—W/(\zt(—T)\Q +1D2(=T)]2)da
Q
L CprBe?m / (|2(T)|? + |D=(T)2)da,

Q

with p =1 — c and 8 > 0 depending on &, where Q(o) and I'g are defined by (4.5))

and (3.5)), respectively.
Let 0 < n < T — ty to be fixed. For gaining compact supports in time for

functions, we introduce a cut-off function x(¢t) € C*°(R) such that 0 < x(¢) < 1
defined by

1, if —T+n<t<T-—n,

t) = 4.9
x(®) {o, ift<-Tort>T, (4.9)

with x'(£7T) = 0. It is easy to check that such function x exists, for example,

%COS%(t—l—T)—l—%, “T<t<-T+n,
“T+n<t<T-—n,
T-—-n<t<T,
t<-Tort>T.

[t

X(t) = , - 1
cos 7(t = T) + 3,

O ol

Set z(x,t) = x(t)w(z,t) in Q. We calculate that
zee = (xwy + X W)y

= xwir + 2x w; + xX"w

= x(Aw + (R(t), Dw) + row + Bw) + 2x'w; + x"w

= A(xw) + (R(t), D(xw)) + 1o - xw + xBw + 2x"wy + x"w

= Az + (R(t), Dz) + 1oz + [xBw + 2w, + x"w], in Q,
and z = 0 on 3. Applying the Carleman estimate (4.8 to z, we obtain

27/ e*™%22(Dd, v)dY + 2/ > X2 (Bw)? dx dt

p) Q

+ 2/ ™ (2x w; + x"w)? dx dt + Core®™ / 2% dx dt

« « (4.10)

> (1ep — 2CT)/ e¥? (22 4 |Dz|?) dx dt
Q

+ (27°8 + O(1?) — 2C7) / e?™? 22 dx dt,
Qo)
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where 3 = (=T, T) x Ty, and where we have used
2(£T) = z(£T) = 0.
We choose 1 > 0 small such that ¢ < 0in [-T,—T + 5] U [T — n,T| uniformly for
x € Q since p(x, £T) < —¢ < 0, which means
2@ <1 for (x,t) € (=T, ~T +n) U (T —n,T) x . (4.11)

Noting that the functions x’ and x” have compact support in (=7, =T +n) U (T —
7, T), we obtain an estimate for the third term on the left-hand side of (4.10]):

2/ e®™ (2x ws + X w)? dx dt
Q

—T+n T
= 2/ / e®™ (2x ws + X w)? dx dt + 2/ / e®™ (2x wy + Xw)? da dt
-T Q T—nJQ

—T+n T
< 2CT/ /(w?+w2)dxdt+2CT/ /(wt2+w2)dxdt.
-T Q T—nJQ

(4.12)
Moreover, since 2733+ O(72) —2C7 is positive for large 7 > 0, we drop the last term
on the right-hand side of (4.10). Combining with (4.12)), we deduce the following
estimate on w:

27 / e*™w?(Dd, v)d%
by

—T+n
+2/ e2T‘PX2(Bw)2dxdt+2CT/ /(w§+w2)dxdt
Q -T Q

(4.13)

T

+2Cr / / (w? + w?) dz dt + Cope®™ / w? d dt
T—nJQ Q

T—n

> (1ep — 2C’T)/ / e*™[w} + |Dw|?] dz dt.
- Q

T+n

Step 2. By using a trick from Klibanov [12], we deal with the integral term
containing Bw in (4.13)). We give the estimate for ¢ € (0,7). The case for t €
(=T,0) is similar. Using Holder’s inequality, we have

T
2/ /627‘%(2([)’11))2 dx dt
0o Jo

:Q/OT/QeQWXQ(/OtZ;(Gi(s,t),Diw(s))ds)zdxdt
< Q/OT/Qe2wX2t(/OtZ;<Gi(s,t),Diw(s)>|2ds> du dt
<Cr /OT/QeWX%(/Ot;Diw(s)|2ds) dz dt.

(4.14)

Noting that

(e¥%) = 27 ¥ = —4rcte®™?,
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by integration by parts, we have that the right-hand side of (4.14) is equal to
2TLP 2
Diuw(s)[ds) du dt
CT/ /Q —47'c / Z | s)I7ds ) dx
e2TPy 2 t ) t=T
—C ( D'w(s)ds ) de|
T/Q —47c /0 Z' w(s)|ds )dw t=0
27 %
27_0/ / “DXX / Z |D*w(s)| ds) dx dt
27-<p 2 Dl 2
+ o / / Z |Diw(t)|? da dt
< Crpr! / / Z | Diw|? d dt
G AL
T 1 _
#Cort [0 [ @S Do) du
0 JQ i=0
where we used the fact (4.11) in the last step and
eZTgJXQ t 1 ) =T
/ (/ Z |D’w(s)\2ds)dx‘ =0
o —4rc \J, pare t=0

by (4.9). Next, we introduce a weighted Poincaré’s inequality, given in Buhan and
Ervedoza [Il Lemma 2.4], that is, under assumption (H2), there exists C' > 0 such
that

(4.15)

72/e2T‘pw2dx§C/e2w|Dw\2d:c, (4.16)
Q Q

for all w € H} () and 7 > 0 sufficiently large. By (4.16]), we have an estimate for
the last term in the right-hand side of (4.15]):

T 1 T
et [ @S D ded < oret [ ] e DuoP dedr. (417)
0o Ja s 0o Ja

It follows from (4.14]), (4.15)) and (4.17)) that

2/ ¥ X2 (Bw)? dx dt

Q
1 .

SCTUT*I/AZ|D%U|2 dxdt+CT771/e27W\Dw|2dxdt (4.18)
i Q

< Crt~ / Z |Dw|? dx dt + Cpr~ /

/ e*™?| Dw|? du dt.
T+n
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Step 3. Substituting the above estimate (4.18]) into (4.13]), we obtain

27/ > Pw?(Dd, v) d¥ 4+ Cpr~ /Zmzw‘zd;ﬂdt
T+n
+Cr7™ / / e’™?| Dw|? dxdt+2CT/ / (w? +w?) dx dt
T+n

+2Cr / / (w? + w?) dx dt + Core®™ / w? da dt
T—n Q

> (Tep — QCT/ / > [w? 4 |Dw|?] dx dt.
T+n

(4.19)

Choosing 7 > 0 sufficiently large, we can absorb the third term on the left-hand
side into the right-hand side of (4.19)). Then we obtain

27'/ e?™Pw?(Dd,v) d% + Cr / (w? 4 |Dw|?) dx dt + COTGQT”/ w? da dt
o Q Q
(tep — 2C7T) / / Telw? + | Dw|?] dx dt
T+nJQ

> (1ep — QCT)eZT“/ /Q[wf + |Dwl|?) dx dt,
—to

where tg is defined as shown in (4.4]). The proof is complete. O

To obtain the estimate (4.3)), we need the following energy estimates for system

).

Lemma 4.3. Let w be a solution of (4.1). Then there are constants Cir,Cor > 0
and 6,0 > 0 small such that

(1) E(t) < CirE(0) for t € [-T,T],
(2) E(t) > CorE(0) for —6 <t <6,

where E(t) is defined by (4.2)).

Proof. We do the proof only for ¢t > 0, because the proof for t < 0 is similar. On
one hand, divergence formula tells us

wiAw + (Dw, Dwy) = wy div(Dw) 4+ (Dw, Dw;) = div(w;Dw).
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Moreover, using Green’s formula, we obtain

E'(t) = / wiwy + (Dw, Dwy) dx
Q

= / (wAw + (Dw, Dw,))dx + / w((R(t), Dw) + row + Bw)dz
Q Q

= / div(wy Dw)dz —|—/ w((R(t), Dw) + row + Bw)dz
Q Q

= /Fwtwydr +/th(<R(t)7Dw> +row + Bw)d (4.20)

= / wy({R(t), Dw) + row + Bw)dz
Q
t 1
SCT/(wf+|Dw|2+w2)dx+C’T// Z|Diw(s)|2dsd;v
@ Q70 =0

¢
< CrE(t)+ CT/ E(s)ds,
0

where we have used Poincaré’s inequality
[wl[r2(0) < CllDw| 120 (4.21)
for w € H}(Q). Integrating both side of (4.20)) with respect to ¢ € [0, T], we have

S

E(t) < E(0)+ Cr /t (E(s)+ | E(r)dr)ds
=E(0)+Cr /Ot E(s)ds+ Cr /Ot(t —s)E(s)ds

< B(0) + Cr / " B(s)ds.
0

Using Gronwall’s inequality of integral form, we obtain
E(t) < E(0)(1 + Crte®T") < C17E(0), for t € [0, T].
On the other hand, similarly to (4.20]), some computations yield

E'(t) > —CrE(t) — Cp /tE(s)ds.
Noting that i
(B = e Cr ) + B(0) 2 ~Cre™ [ Bls)is
we have ’

CTtE(t) > B(0) — Cr /0 t (eCTT /0 ’ E(s)ds) dr,

which means
t T
E(t) > e “TtE(0) — C’T/ / E(s)dsdr
o Jo

¢
> e 9T E(0) — C’T/ E(s)ds
0
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> e “TtE(0) — CrCirtE(0)
= (e=97t — CrCy7t)E(0), for t € [0,T],

where, in the third step, we have used the conclusion 1). We further choose 0 < § <
to small such that e=¢7* — OpCipt > Cor > 0 for 0 < t < 8. Then E(t) > CorE(0)
for 0 <t < ¢ . Similarly, there exist 6 > 0 such that

E(t) > CorE(0), for —6 <t <0.
The proof is complete. O

Proof of Proposition[{.1. Using estimate (4.6) from Lemma energy estimates
from Lemma and Poincaré’s inequality (4.21]), we obtain

27 / 2™ w?(Dd, v) d% + 2(2C7 + Core®™)CirTE(0)
2
Z 2(51027“ (T&'p — 2CT)627—0E(0)

for all large 7 > 0, where §; = min{4,0} > 0. Hence
7'/ e*™w?(Dd, v) d¥
5

2 {[5102T(T€p — 2CT) — 50T01TT]6270 — 2CT01TT}E(O)
= T,TE(O)-

Choosing 7 > 0 sufficiently large such that C; r > 0, and noting that d, > 0 on I'y
by (3.5)), we obtain there is a constant Cr > 0 such that

[y | > CrE(0).

2
L2(30)

The proof is complete. (I

Proof of Theorem[3.4. Using Theorem we need to prove the inequality (3.14)
for system ([3.13)) with wy =0 or w; = 0.
If wy = 0, we extend w to (—T,0), denoted by

(. t) = w(z,t), 0<t<T,
U —w(x, —t), —T<t<O0.

It is easy to check that  satisfies problem (4.1]) on Q= (=T,T) x Q. Thus the
estimate (4.3)) yields

w250y > CT||w1||2LQ(Q) for any wg = 0, wy, € L*(Q). (4.22)

Similarly, if w; = 0, this time, we extend w to (—T,0) by

(. 1) w(w,t), 0<t<T,
w(x,t) =
—w(z,—t), —T <t<0.

Similarly, we apply the estimate (4.3)) to the above @ on Q= (=T, T) x Q to obtain
lwy || L2 (s0) > CT||w0||§{é(Q) for any wqg € H&(Q)7 wy = 0. (4.23)
Combining (4.22)) with (4.23)), we complete the proof. |
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5. FINAL REMARKS

In the reachability problem that we have solved, the displacement reachability
is obtained, but the velocity reachability is unknown. Because in our paper, the
equivalent observation inequality for system holds for the case that
wo = 0 and wy; € L?(Q). This means system is displacement reachability
by the duality method. For the case of constant coefficients, it is easy to apply
the general geometric multiplier H (w) to obtain the above observation inequality
without any assumption of initial values. However, if we consider our problem on
a Riemannian Manifold, this general method is useless because the unique con-
tinuation property for system is invalid. Moreover, by using the Carleman
estimate method, it is difficult to deal with the memory term. By using a trick
from Klibanov [12], we extend the solution w to (—T,0) to obtain the observation
inequality (see Lemma. In this way, we need the assumption wy = 0 (it means
yo = 0 for system ) or w; = 0. We do not know wherever is true for any
wo € HE () and wy € L?(Q2). We have tried our best to prove it but, unfortunately,
we failed. In our opinion, this is an interesting question worth exploring.

In section 4, the time interval we choose is [-T,T] instead of [0, T]. Because it
is difficult to deal with the integral term containing Bw in the Carleman estimate
inequality . More specifically, if we considered our problem on [0,T], the
weight function ¢ should be set as

o(x,t) =d(z) —c(t —T/2)? for (z,t) €Q.
We did not know how to deal with the integral term

T
/ / e*™?x 2 (Bw)? dx dt
o Jo

to obtain an expected estimate such as (4.18). We extend the time to [-T,T] and
set

oz, t) = d(z) —ct?, for (x,t)€ Q.
It is much easier to deal with the above integral term by using a trick from Klibanov
[12]. Then we obtain the Carleman estimate (4.6) in @@ = (—=7,T) x Q and use it
to prove the equivalent observation inequality ((3.14))
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