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CHAPTER 1
INTRODUCTION

Digitalization goes hand in hand with computer networking. Todays pervasive 
usage of digital devices dictates the renovation of networking technologies. The 
emergence of a variety of networking protocols -  from 802.11 to Bluetooth, from 
Wi-Fi (Wireless Fidelity) to cellular networks -  as well as the standardizing bodies 
behind them are all answers to this renovation demand. No matter how different 
or advantageous one claims itself over others, one common theme is that computer 
networks have to go wireless. ’’Wireless” is the buzz word that will rule networks 
of the next generation.

The concept of Mobile Ad-hoc Network (MANET) [1], spearheaded by the 
Internet Engineering Task Force (IETF), has emerged in recent years as response 
to the high demands of the flexibility of digital networks. An ad-hoc network is the 
cooperative engagement of a collection of mobile nodes without the required in­
tervention of any centralized access point or existing infrastructure. Fueled by the 
rapid innovation of wireless technologies and the wide availability of wireless de­
vices, MANET has become a research hotbed for computer scientists. Although 
by its name this type of network does not pose limitations on communication 
channels, in practice it is often experimented or deployed with packet radio as the 
transmission media. Therefore, in this thesis I will use the terminologies such as 
MANET, wireless ad-hoc network, and packet-radio ad-hoc network interchange­
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ably.

Figure 1.1: Typical MANET, a mobile ad hoc network consisting of a 
set of mobile hosts that roam at will and communicate with one an­
other. The environment does not host base stations -  communication 
takes place through wireless links. Each mobile host serves as a router, 
and several hosts may need to relay a packet before it reaches its final 
destination.

MANET, Figure 1.1, has its unique advantage over traditional wired or 
wireless networks. By turning every node in the network into an autonomous 
router, it disposes of the need of deployment of complex routing infrastructures. 
In particular, MANET does not require base stations; this differentiates it sub­
stantially from WI-FI setups and cellular networks. The mobility of the network 
as a whole and the asynchronous topology adjustment make MANET especially 
suited for demands of temporary network setups and information exchange over 
rough terrains. Example scenarios include ad hoc meetings, disaster recovery mis­
sions and battle field communications, in all of which traditional methods are 
either unavailable or disrupted. In general, MANET has the following salient 
characteristics [2]

• Dynamic topologies: Nodes are free to move arbitrarily; thus, the network
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topology -  which is typically multi-hop -  may change randomly and rapidly 
at unpredictable times, and may consist of both bidirectional and unidirec­
tional links.

• Bandwidth-constrained, variable capacity links: Wireless links will continue 
to have significantly lower capacity than their hardwired counterparts. In 
addition, the realized throughput of wireless communications -  after ac­
counting for the effects of multiple access, fading, noise, and interference 
conditions, etc. -  is often much less than a radio's maximum transmission 
rate. One effect is that congestion is typically the norm rather than the 
exception.

• Energy-constrained operation: Some or all of the nodes in a MANET may 
rely on batteries or other exhaustible means for their energy. For these 
nodes, the most important system design criteria for optimization may be 
energy conservation.

• Limited physical security: Mobile wireless networks are generally more prone 
to physical security threats than are fixed cable nets. The increased possi­
bility of eavesdropping, spoofing, and denial-of-service attacks should be 
carefully considered.

All these characteristics suggest the fact that the existing routing protocols for 
fixed or semi-mobile networks (e.g. cellular networks) have to be adapted in 
order to fit themselves in this new environment. That is exactly what researchers 
have been doing in universities and standardization bodies. As part of Dr. Wuxu 
Peng's project, we have studied and further redeveloped one such MANET routing 
protocol. Being an enhancement to the original work of Dr. Chen and Dr. Jia 
[3], we call it LCMRMG (Locality Caching Multi-Root Multi-Generation) routing 
algorithm. As the 1000-node simulation shows, LCMRMG achieves significant 
improvement on the packet delivery ratio, while at the same time keeps minimum 
sacrifice in areas of end-to-end delay and network maintenance. In comparison to
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most studies by other researchers , we chose a network with size of 1000 nodes 
in response to some envisioned scenario of large networks (e.g. mobile military 
networks or highway networks).

The following chapters are organized as such:
Chapter 2 is an overview of some existing routing protocols and some new 

ones that are still under construction.
Chapter 3 is the presentation of LCMRMG algorithm. In this chapter, the 

entire process of topology setup, maintenance, and message communication will 
be discussed.

Chapter 4 is the discussion of simulation procedures and the analysis of 
simulation results.

Chapter 5 concludes the thesis.



CHAPTER 2
ROUTING IN MANET

2.1 Routing in Traditional Networks
Routing is the task of finding a path from a sender to a desired destination. 
Routing in traditional networks (fixed, or wireless networks) generally takes one 
of two approaches -  distance vector (DV) routing or link-state (LS) routing.

Distance vector routing, as represented by Routing Information Protocol 
(RIP) [4], is often referred to as DBF (distributed Bellman-Ford) protocols, since 
its entire operation is derived from a shortest path computation algorithm de­
scribed by R. E. Bellman [5] and its distributed version attributed to Ford and 
Fulkerson [6]. In distance vector routing, each router maintains its own routing 
table (vector), which describes the cost (e.g. hop distance) and path (next hop) to 
all the possible destinations originating from itself. These tables are periodically 
updated by messages exchanged between neighboring routers (30 seconds as spec­
ified by [4]). In early stages of MANET routing experiment, DV algorithm has 
been adapted to support ad hoc mobile hosts in proposals such as Destination- 
Sequenced Distance-Vector (DSDV) routing [7]. However, in terms of performance 
and scalability, DV protocols still are unable to avoid suffering from slow route 
convergence and a tendency to create loops in mobile environments.

Link state routing protocols, on the other hand, overcome these defects
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by allowing routers to store route maps of the entire network. These maps are 
used to compute accurate and precise routes to anywhere in the network. Open 
Shortest Path First (OSPF) [8] is the standard LS protocol advertised by IETF. 
In OSPF, each router maintains a database, referred to as the link-state database, 
describing the networks topology. These databases are identical on all routers. 
Any regional topology change causes flooding, a means to propagate the change 
to all participating routers. Eventually yet shortly, all routers converge to the 
same database again. In a wired network environment, LS is preferable over DV 
for several reasons: [9]

• Fast, loopless convergence

• Support of precise metrics and, if needed, multiple metrics

• Support of multiple paths to a destination

• Separate representation of external routes

However, in a wireless situation such as in MANET, the database approach and the 
flooding scheme could potentially generate huge control overhead. In a network 
with population N, LS updating generates routing overhead on the order of 0 (N 2). 
In large networks, the transmission of routing information will ultimately consume 
most of the bandwidth and consequently block applications, rendering the network 
useless. Thus, reducing control overhead becomes a key issue in achieving network 
scalability. Relevant works attempting to adapt LS routing into MANET include 
Wireless Routing Protocol (WRP) [10] and Global State Routing (GSR) [11]. In 
these proposals, the enhancements are mainly focused on avoiding flooding update 
messages. Instead, updates will be localized to neighboring nodes.

2.2 Routing in M ANET
Research in the last decade has produced enormous amount of proposals on how 
to route messages efficiently and how to keep track of topology changes in the
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context of MANET. Along with literatures proposing new protocols, there are 
myriad of survey and review papers documenting the pros and cons of these pro­
tocols [12] [13] [14] [15]. One common theme -  it is rather pervasive among MANET 
routing researchers -  is to classify MANET routing protocols into two distinct cat­
egories, “proactive” vis-à-vis “reactive” or “table-driven” vis-à-vis “on-demand.”

In a proactive approach, the routing algorithm attempts to maintain as 
much routing information for mobile hosts as possible. Routes are kept and up­
dated in caches on each mobile host in a distributed fashion. The start of routes 
updates can be driven by topology change, timer timeout or both. In the topology- 
driven model, the trigger of route updates is in the form of any change in the 
network topology that is substantial enough to affect the existing routing tables 
cached by mobile hosts. In the timeout-driven model, the routing protocol is re­
sponsible for periodically initiating route updates among neighboring hosts. In 
contrast, reactive routing protocols determine routes only when there is data to 
send. If no route to the destination is known at the sender end, a route-searching 
process will take place and typically a route-request messages will be propagated 
throughout the network until a route is found at certain point, which then will be 
piggybacked with an acknowledge message and echoed back to the sender. Most 
reactive protocols do not exclude usage of routing caches. In fact, some protocols 
depend heavily on careful maintenance of routing caches to gain superior perfor­
mance.

As research studies show, neither proactive nor reactive protocols alone 
can address all the issues pertaining to routing in MANET. Proactive protocols 
establish routes much faster at the expense of storage and control overhead. On 
the opposite, reactive protocols obtain routes on an as-needed basis but route­
searching procedures degrade network performance. That realized, plus location- 
awareness services made available through other technologies, many newer routing 
protocols for MANET have been proposed that simply cannot be classified as 
either proactive or reactive. Thus, the rest of this chapter will outline some of the
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major protocols along a different line of categorization, Figure 2.1:

• Flat routing schemes, where all the original proactive and reactive protocols 
belong

• Hierarchical routing

• Geographic position assisted routing

Ad hoc routing protocols

Flat routing Hierarchical routing

Proactive Reactive

í I i
FSR OLSR TBRPF AODV DSR TORA

r

Geographic position 
assisted routing

LAR GPSR DREAM

1
ZRP LANMAR HSR

Figure 2.1: Classification of ad hoc routing protocols

Flat routing approaches adopt a flat addressing scheme. Each node par­
ticipating in routing plays an equal role. In contrast, hierarchical routing usually 
assigns different roles to network nodes. Some protocols require a hierarchical 
addressing system. Routing with assistance from geographic location information 
requires each node to be equipped with the Global Positioning System (GPS). 
This requirement is quite realistic today since such devices are inexpensive and 
can provide reasonable precision.
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Figure 2.2: FSR: Scope of fisheye 

2.2.1 Flat R outing Schemes 
Fisheye State Routing (FSR)
Fisheye State Routing (FSR) [16] is a simple, efficient LS type routing protocol 
that maintains a topology map at each node and propagate link state updates. As 
opposed to traditional link state protocols, FSR employs different ways to dissem­
inate routing information. First, FSR exchanges the entire link state information 
only with neighbors instead of flooding it over the network. The link state database 
is kept up to date based on the information received from neighbors. Second, the 
link state exchange is periodical rather than event-triggered, which avoids frequent 
link state updates caused by link breaks in an environment with unreliable wireless 
links and high mobility. Moreover, FSR includes periodical broadcast of the link 
state information that serves at different frequencies for different database entries 
depending on their hop distances to the current node. Updates to entries corre­
sponding to faraway destinations are propagated with lower frequency than those 
to nearby destinations, Figure 2.2. As a result, a considerable fraction of entries 
are suppressed from link state exchange packets. In this way, FSR produces accu­
rate distance and path information about the immediate neighborhood of a node, 
and imprecise knowledge of the best path to a distant destination. However, this
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Figure 2.3: OLSR: Multipoint relays

imprecision is compensated by the fact that the route on which the packet travels 
becomes progressively more accurate as the packet approaches its destination.

Optimized Link State Routing Protocol (OLSR)
Optimized link state routing protocol (OLSR) [17] is another way to adapting 
link state routing to suit the need of MANET. The optimization happens in two 
respects. First, OLSR reduces the size of control packet. Instead of all links, 
it only declares a subset of links with its neighbors who are its multipoint relay 
selectors and transmits topology changes to this subset. Second, it minimizes 
flooding of this control traffic by using only the selected nodes, called multipoint 
relays (MPRs), Figure 2.3, to diffuse its messages in the network. Only the MPRs 
of a node retransmit its broadcast messages.

MPRs is a subset of neighboring nodes. That means there are other neigh­
bors who do not belong to a nodes MPR set. These non-MPR nodes read and 
process the control packets but do not retransmit them received from the origi­
nating node. For this purpose, each node maintains a set of its neighbors which 
are called the MPR selectors of the node. Every broadcast message coming from 
these MPR selectors of a node is assumed to be retransmitted by that node. This
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set can change over time, which is indicated by the selector nodes in their HELLO 
messages.

The MPR set of each node is built out of its one hop neighbors in such a 
manner that the set covers (in terms of radio range) all the nodes that are two hops 
away. The multipoint relay set of node N, called MPR(N), is an arbitrary subset 
of the neighborhood of N  which satisfies the following condition: every node in 
the two hop neighborhood of N  must have a bi-directional link toward MPR(N). 
The smaller the multipoint relay set, the more optimal the routing protocol. The 
optimum (minimum size) MPR computation is NP-complete. Efficient heuristics 
are used.

OLSR protocol relies on the selection of multipoint relays, and calculates 
its routes to all known destinations through these nodes, i.e. MPR nodes are se­
lected as intermediate nodes in the path. To implement this scheme, each node in 
the network periodically broadcast the information about its one-hop neighbors 
which have selected it as a multipoint relay. Upon receiving of this MPR selectors 
information, each node calculates and updates its routes to each known destina­
tion. Therefore, the route is a sequence of hops through the multipoint relays from 
source to destination. OLSR is particularly suited for large and dense networks. 
When the network is sparse, every neighbor of a node becomes a multipoint relay. 
The OLSR then reduces to a pure LS protocol.

Topology Broadcast Based on Reverse Path Forwarding (TBRPF)
Topology Broadcast Based on Reverse Path Forwarding (TBRPF) [18] is inher­
ently also a link state protocol. TBRPF improves traditional LS routing by intro­
ducing a conceptual broadcast tree rooted at the source node of topology update. 
The correct operation of TBRPF presumes the existence of an underlying routing 
protocol that can find in finite time the next hop on the shortest path to each des­
tination. This destination in turn will serve as the broadcast source, i.e. the root 
of the spanning tree for propagating its link state updates. In most cases, these
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updates axe differential, which means only information of changed links will be dis­
seminated to the neighborhood. However, the option is reserved for broadcasting 
full topology information.

TBRPF works as follows. Assume node i selects the next node pi(v) on 
the shortest path to each destination v. The node pi(v) then becomes the parent 
of i on the broadcast tree rooted at source v. Each node informs its parent of this 
selection, so that each parent becomes aware of its children for each source. A node 
i receiving a broadcast message originating from source v from its parent pi(v) 
forwards the message to its children for source v (if it has children). Because the 
updates are differential, the propagation only follows a small subset of the source 
trees. Furthermore, the leaves of the broadcast tree do not forward updates, 
which saves huge amount of bandwidth compared to LS flooding. There are also 
additional optional configurations, such as full topology broadcast and periodical 
broadcast. They can be turned on or off depending on the characteristics of the 
network. But in general, differential updates should occur more frequently than 
others to ensure in time the route validity.

Ad-Hoc On-Demand Distance Vector Routing (AODV)
The Ad hoc On-Demand Distance Vector (AODV) [19] algorithm offers on-demand, 
hop-by-hop routing from a source to a destination. AODV is a pure on-demand 
route acquisition protocol. Nodes that do not lie on active paths neither maintain 
any routing information nor participate in any periodic routing table exchanges. 
Further, a node does not have to discover and maintain a route to another node 
until the two need to communicate, unless the former node is offering its services 
as an intermediate forwarding station to maintain connectivity between two other 
nodes. This distinguish AODV from a pure DS protocol, which normally uses 
network-wide broadcast of full topology information.

To keep the freshness of a route, it utilizes sequence numbers embedded in 
each control message that is transmitted in the route discovery and maintenance
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(a ) Propagation of the RREQ

Figure 2.4: AODV: Route discovery

phases. To detect the validity of links between nodes, AODV requires broadcasting 
periodic beacons between nodes and their neighbors. When a node S  needs a route 
to some destination D, it broadcasts a Route Request (RREQ) message to its 
neighbors, including the last known sequence number for that destination, Figure 
2.4. The RREQ  is flooded in a controlled manner through the network until it 
reaches a node that has a route to D. Each node that forwards the RREQ  creates 
a reverse route for itself back to S  in its own routing table. When the RREQ  
reaches a node with a route to D, that node generates a Route Reply (RREP) 
message that contains the number of hops necessary to reach D and the sequence 
number of D most recently seen by the node generating the RREP. Each node 
that participates in forwarding this RREP  back toward S creates a forward route 
to D. The state created in each node along the path from S  to D is hop-by-hop 
state; that is, each node remembers only the next hop and not the entire route.

As said earlier, AODV normally requires that each node periodically trans­
mit a HELLO message. Failure to receive three consecutive HELLO messages from 
a neighbor is taken as an indication that the link to the neighbor in question is
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Figure 2.5: DSR: Creation of the route record

down. If this happens, any upstream node that has recently forwarded packets to 
a destination using that link is notified via a Route Error (RERR) message con­
taining an infinite metric for that destination. When receiving a RERR , a node 
invalidates the appropriate routing table entry. Any new request of this route has 
to use the route discovery procedure above.

Dynamic Source Routing (DSR)
Dynamic Source Routing (DSR) [20] uses source routing rather than hop-by-hop 
routing as exhibited in AODV. Each packet to be routed carries in its header the 
complete, ordered list of nodes through which the packet must pass. The key 
advantage of source routing is that intermediate nodes do not need to maintain 
up-do-date routing information in order to route the packets they forward, since 
the packets themselves already contain all the routing decisions. This fact, coupled 
with the on-demand nature of the protocol, eliminates the need for the periodic 
route advertisement and neighbor detection packets usually present in other pro­
tocols. The on-demand characteristic of DSR applies to both Route Discovery and
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Route Maintenance; that routes not immediately needed will not be discovered or 
maintained.

Route Discovery is the mechanism by which a node S  wishing to send a 
packet to a destination D obtains a source route to D, Figure 2.5. To perform 
a Route Discovery, the source node S  broadcasts a RREQ  packet that is flooded 
through the network in a controlled manner and is answered by a RREP  packet 
from either the destination node or another node that knows a route to the des­
tination. To reduce the cost of Route Discovery, each node maintains a cache 
of source routes it has learned or overheard, which it aggressively uses to limit 
the frequency and propagation of RREQs. Route Maintenance happens when a 
packet sender S  detects a link a long a source route is broken. In this case, S  is 
notified with a RERR  message generated by the node at the broken link. Then S  
can attempt to use any other route to D already in its cache or can invoke Route 
Discovery again to find a new route.

Temporally-Ordered Routing Algorithm (TORA)
Temporally-Ordered Routing Algorithm (TORA) [21] is designed to minimize re­
action to topological changes. A key concept in its design is that it decouples the 
generation of potentially far-reaching control message propagation from the rate 
of topological changes. Such messaging is typically localized to a very small set 
of nodes near the occurrence of a topological change. To accomplish this, nodes 
need to maintain routing information about adjacent (1-hop) nodes.

The protocol performs three basic functions: (a) route creation, (b) route 
maintenance, and (c) route erasure. Figure 2.6. During the route creation and 
maintenance phase, nodes use a height metric to establish a directed acyclic graph 
(DAG) based on the relative height metric of neighboring nodes. In times of 
node mobility, the DAG route is broken and route maintenance is necessary to 
re-establish a DAG rooted at the same destination. When link failure occurs at 
the last downstream link, a node generates a new reference level which results in



16

Ad hoc node 

Height metric

- ►  Link failure

Figure 2.6: TORA: Route creation and maintenance
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Figure 2.7: ZRP: A 2-tier hierarchy

the propagation of that reference level by neighboring nodes. Links are reversed 
to reflect the change in adapting to the new reference level.

Timing is an important factor for TORA because the height metric is 
dependent on the logical time of a link failure; TORA assumes all nodes have 
synchronized clocks. TORA’s metric is a quintuple comprised of five elements, 
namely: (a) logical time of a link failure, (b) the unique ID of the node that 
defined the new reference level, (c) a reflection indicator bit, (d) a propagation 
ordering parameter, and (e) the unique ID of the node. The first three elements 
collectively represent the reference level. A new reference level is defined each time 
a node loses its last downstream link due to a link failure. TORA’s route erasure 
phase essentially involves flooding a broadcast clear packet (CLR) throughout the 
network to erase invalid routes.

2.2.2 Hierarchical R outing
Zone Routing Protocol (ZRP)
Zone Routing Protocol (ZRP) [22] is a hybrid routing protocol that combines 
both proactive and reactive routing strategies and benefits from advantages of 
both. The basic idea of ZRP is that each node has a predefined zone centered at 
itself in terms of number of hops (zone radius), Figure 2.7. Each node is required 
to know the topology of the network within its routing zone only and nodes are
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updated about topological changes only with their routing zone. This can be 
achieved by employing any proactive routing protocol within the routing zone. 
For those nodes outside its zone, it does not maintain routing information on a 
permanent basis. Instead, on-demand routing strategy is usually adopted when 
inter-zone connections are required.

Thus, two essential components exist for ZRP -  a proactive Intrazone Rout­
ing Protocol (IARP) and a reactive Interzone Routing Protocol (IERP). IARP can 
be any LS or DV routing protocols depending on the implementation. IERP, like 
AODV or DSR, uses the route query (RREQ) /  route reply (RREP) packets to 
discover routes to destinations. IARP always provides a route to nodes within a 
nodes zone. When the intended destination is not known at a node, that node 
must be outside of its zone. As a result, a RREQ message is broadcast via nodes 
on the border of the zone. Such broadcast is called Bordercast Resolution Protocol 
(BRP). Route queries are only broadcast from one nodes border nodes to other 
border nodes until one node knows the exact path to the destination node (i.e. 
the destination is within its zone).

The behavior of ZRP can be adjusted by changing the value of the zone 
radius. In particular, for large zone radius, the coverage area is a single zone and 
ZRP is a traditional proactive protocol. For small zone radius, the protocol is 
more reactive, and becomes pure flooding at zone radius of one.

Landmark Ad Hoc Routing (LANMAR)
Landmark Ad Hoc Routing (LANMAR) [23] is largely a proactive routing protocol 
combining elements from both LS and DV schemes. It is also hierarchical in that 
nodes are designated in groups (subnets) with other nodes that share common 
interest and are likely to move together, Figure 2.8. LANMAR puts an IP-like 
address consisting of a group ID and a host ID in the header of each packet. 
It uses the notion of landmarks to keep track of logical groups. Each logical 
group has one dynamically elected node serving as a landmark. A global distance
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Local Routing Table (Fisheye)

node addr neighbors

1 2,3

7 5,8 ,9

Landmark Table 
(Distance Vector)

landmark nexthop

LM 1 4

L M 2 5

L M 3 5

Landmark Group 2

Landmark Group 3

Figure 2.8: LANMAR routing scheme

vector mechanism such as DSDV propagates the routing information about all the 
landmarks in the entire network. On the other hand, a local flat proactive routing 
scheme such FSR is used to maintain detailed routing information for nodes within 
a given group. As a result, each node has all the topology information at hand 
regarding to destinations within its own group and has a distance vector to all 
landmarks. When a node needs to relay a packet to a destination within its 
group, it routes the packet directly. Otherwise, the packet will be routed toward 
the landmark corresponding to the destinations logical subnet, which is read from 
the logical address carried in the packet header. When the packet arrives within 
the group of the destination, it is routed using local tables, possibly without going 
through the landmark.

In general, by adopting different local routing schemes, LANMAR provides 
a flexible and scalable routing framework, which reduces both routing table size 
and control overhead effectively.

Hierarchical State Routing (HSR)
Hierarchical State Routing (HSR) [24] is a multilevel clustering-based LS rout­
ing protocol. It maintains a logical hierarchical topology by using the clustering
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Level = 3

Level = 2

Level = 1

C 3-1

H  Clusterhead 0  Gateway node O Internal node

<X,Y,Z> Hierarchical ID --------- Data path from 5 to 10

Figure 2.9: HSR: An example of multilevel clustering

scheme recursively. Nodes at the same logical level are grouped into clusters. The 
elected clusterheads at the lower level become members of the next higher level. 
These new members in turn organize themselves in clusters and so on, Figure 2.9. 
The goal of clustering is to reduce routing overhead at each level. Generally, there 
are three kinds of nodes in a cluster: clusterheads, gateways, and internal nodes. 
A clusterhead acts as a local coordinator for transmission within the cluster.

At the first level of clustering (also the physical level), each node monitors 
the state of the link to each neighbor and broadcasts it within the cluster. The 
clusterhead summarizes link state information within its cluster and propagates 
it to the neighbor clusterheads. The knowledge of connectivity between neighbor 
clusterheads leads to the formation of level 2 clusters. Link state entries at level 2 
nodes contain virtual links, which can be viewed as tunnels implemented through 
lower level nodes. Applying the clustering procedure recursively, new cluster heads 
are elected at each level, and become members of the higher-level cluster. After 
obtaining the link state information at one level, each virtual node floods it down 
to nodes of the lower-level clusters. As a result, each physical node has hierarchical
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Figure 2.10: LAR: Expected zone and request zone

topology information through a unique hierarchical address (HID) as opposed to 
a full topology view as in flat LS schemes. HSR defines HID of a node as the 
sequence of MAC addresses of the nodes on the path from the top hierarchy to 
the node itself. Due to the page limitation of this thesis and the complexity of 
HSR itself, I will not get into the details of the HID construction process.

Comparatively speaking, HSR is a rather complicated and novel protocol. 
Its complexity makes actual implementation difficult. The large amount of hierar­
chical information and updates associated with nodal movement could potentially 
produces unbearable overhead.

2.2.3 Geographic Position  A ssisted  R outing
Location Aided Routing (LAR)
Location Aided Routing (LAR) [25] is an on-demand protocol similar to DSR. 
What makes LAR unique is that it utilizes location information to limit the search­
ing area during the route discovery phase. To be able to operate, LAR assumes 
each node has the ability to pinpoint its own location upon the assistance of any 
form of external position services such as GPS (Global Positioning System). Two 
concepts exist in LAR: expected zone and request zone. Figure 2.10. expected zone, 
referring to any destination D, is the circular region where D is expected to be 
reached at the current time. The position and size of this circle is calculated based
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on the knowledge of the previous destination location, the time instant associated 
with the previous location record, and the average moving speed of the destina­
tion. Expected zone is at best a close estimation since one can never measure the 
exact moving speed of the destination. However, the inaccuracy can be made up 
by the idea of request zone. Request zone is the smallest rectangular region that 
includes the expected zone and the source itself. A node forwards a route request 
only if it belongs to the request zone. Request zone effectively limits the route 
query flooding thus conserves bandwidth and resource usage.

Furthermore, the limited flooding can be guided to follow an even nar­
rower direction by carrying in the message header the geographic position of the 
destination and the distance between the source and the destination. When a 
node receives the request, it calculates its distance to the destination. The node 
will relay the request message only if its distance to the destination is less than 
or equal to the distance carried in the message header. Before it relays the re­
quest, the node will update the distance in the header with its own distance to 
the destination.

During the network startup phase, it is not possible for a node to know 
the position of any other nodes. Hence, the traditional flooding method will be 
used to complete route discovery. One more disadvantage of LAR is in case nodes 
move fast, the request zone could become close to the entire network.

Greedy Perimeter Stateless Routing (GPSR)
Greedy Perimeter Stateless Routing (GPSR) [26] is a routing protocol that uses 
only neighbor location information in forwarding data packets. It requires only a 
small amount of per-node routing state, has low routing message complexity, and 
works best for dense wireless networks. In GPSR, beacon messages are periodically 
broadcast at each node to inform its neighbors of its position, which results in 
minimized one-hop-only topology information at each node. To further reduce the 
beacon overhead, the position information is piggybacked in all the data packets
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(a)

D

(b)

Figure 2.11: (a) Greedy forwarding where y is x ’s closest neighbor to D. (b) 
Perimeter forwarding where D is the destination and forwarding hops are solid 
arrows.

a node sends. GPSR assumes that sources can determine through separate means 
the location of destinations and include such locations in the data packet header. 
A node makes forwarding decisions based on the relative position of destination 
and neighbors.

GPSR consists of two methods for forwarding packets: greedy forwarding, 
which is used wherever possible, and perimeter forwarding, which is used in the 
regions where greedy forwarding is not an option, greedy forwarding works this 
way: when a node receives a packet with the destination’s location, it chooses 
from its neighbors the node that is geographically closest to the destination and 
then forwards the data packet to it. This local optimal choice repeats at each 
intermediate node until the destination is reached or arriving at a situation in 
which all of a node’s neighbors are farther away from the destination than itself. 
In the latter case, perimeter forwarding will be used, Figure 2.11.

perimeter forwarding requires calculating a relative neighborhood graph 
(RNG), that is, for all the neighbor nodes, the following inequality holds:

Mw ^  u ,v  : d(u,v) < max[d(u,w),d(v,w )]
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where u, v and w are nodes, and d(u, v) is the distance of edge (u, v). A distributed 
algorithm of removing edges violating the above inequality from the original neigh­
bor list yields a network without crossing links and retaining connectivity.

Perimeter forwarding traverses the RNG  using the right-hand rule hop by 
hop along the perimeter of the region. During perimeter forwarding, if the packet 
reaches a location that is closer to the destination than the position where the 
previous greedy forwarding of the packet failed, the greedy process is resumed. As 
far as unreachable destination is concerned, hop counters will be used to avoid 
infinite routing loops.

Distance Routing Effect Algorithm for Mobility (DREAM)
Distance Routing Effect Algorithm for Mobility (DREAM) [27] is a proactive pro­
tocol with the help of location information. DREAM assumes the existence of a 
mechanism that allows each node to be aware of its own location with respect to 
a predefined positioning system, typically GPS. These coordinates are exchanged 
between nodes so that each node constantly obtains location information about 
the other nodes in the network for routing purposes. In order to be bandwidth and 
energy efficient, DREAM considers two factors in regard to route update frequency 
and route lifetime -  distance effect and mobility rate. Distance effect states the 
notion that the greater the distance separating two nodes, the slower they appear 
to be moving with respect to each other. Hence, nodes that are far apart need to 
update each others’ location less frequently than nodes closer together. This is re­
alized by association with each control message and age which corresponds to how 
far from the sender that message travels. Mobility rate indicates that the faster a 
node moves, the more often it must communicate its location information. This 
allows each node to self optimize its dissemination frequency, thus transmitting 
location information only when needed and without sacrificing the route accuracy.

With the location information stored at routing tables, data packets are 
partially flooded to nodes in the direction of the destination. The source first
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calculates the direction toward the destination, then it selects a set of one-hop 
neighbors that are located in the direction. If this set is empty, the data is flooded 
to the entire network. Otherwise, the set is enclosed in the data header and 
transmitted with the data. Only nodes specified in the header are qualified to 
receive and process the data packet. They repeat the same procedure by selecting 
their own set of one-hop neighbors, updating the data header, and sending the 
packet out. When the destination receives the data, it responds with an ACK to 
the source in a similar way. However, the destination will not issue an ACK if 
the data is received via flooding. The source, if it does not receive an ACK for 
data sent through a designated set of nodes, retransmits the data again by pure 
flooding.



CHAPTER 3
LOCALITY CACHING 

MULTI-ROOT 
MULTI-GENERATION 
ROUTING (LCMRMG)

The design of LCMRMG [28] is largely inspired and assisted by the original span­
ning tree based protocol presented in [3]. As a further improvement of the original 
protocol, LCMRMG holds at least the same assumptions of the basic radio channel 
availability and channel link properties (e.g. bi-directional links). LCMRMG also 
assume that all nodes in the network act in a cooperative way, that is, any node 
will not fail their duties in sending and receiving valid messages. In this chapter, 
I will describe the detailed operation of the LCMRMG protocol. However, prior 
to that an introduction to the original protocol is in order.

3.1 Spanning Tree Based Routing
In their proposal of a package routing algorithm for MANET [3], Chen and Jia 
elaborate the ideas of using a spanning tree (ST) along with generation tables 
(GT) to keep track of the topology information within a mobile network. The
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spanning tree consists of a single root, which could be any node within the net­
work, and its offsprings. Besides being a member of the spanning tree, each node 
also records locally its generation number (GEN) and child ID (CID). The gener­
ation number, in terms of a tree structure, is the depth of its position in the tree 
comparing to the root. Child ID is used to keep track of individual nodes within 
the same depth level.

Figure 3.1: Spanning tree based mobile network

In Figure 3.1, uO acts as the root of the network. The label (0,0), in the 
form of (CID, GEN), denotes that u() has a CID of 0 and a GEN of 0. It can be 
seen that «0 has 5 direct children ul,u2,u3,u4,u5, all of which have their GEN 
equal to 1 . Their CIDs are a sequence of integers starting from 0 . Applying the 
same rule, u l has children u6 and u7; u2 has child u8 ; u3 has children u9 and ulO, 
and so forth.
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3.1.1 Spanning Tree Construction
The generation number and child ID information do not come with each mobile 
host. They are assigned to each node in a top-down fashion during the network 
startup phase. In the foregoing example, « 0  elects itself as the root node. There­
fore it will broadcast soliciting messages requesting other nodes to join him (i.e. 
the tree). Those nodes within the «0’s radio transmission range will respond with 
a ready signal if they are not yet part of the ST, and in return « 0  will assign 
them with sequentially increasing CIDs and a GEN equal to GEN(uO) +  1. At 
this point, the ST  has depth 2  and rooted at « 0  with leaf nodes u l .. .  «5. Once 
signed on to the ST, u l . . .  «5 will start soliciting their own children just as « 0  has 
done previously. For nodes that are out of range from « 0  and missed «0’s request, 
chances are that they may be able to join the S T  as « 0 ’s grandchildren. The same 
procedure will be carried out again and again recursively until the ST  reaches all 
the nodes in the network. This can be determined by presetting a wait period 
when no leaf nodes are able to receive more ready messages, i.e. all nodes have 
joined the ST. By then, the topology will finally comes into existence as shown in 
Figure 3.1.

As soon as the network topology is realized, the leaf nodes will start the 
process of creating generation tables (GT); thereafter, the GTs will be propagated 
upward along the tree branches until reaching the root. Take «25 in Figure 3.1 as 
an example. Once «25 concludes itself a leaf node, it will build a GT  containing 
its parent ID («14), its GEN (3), its CID (0), its own ID («25), and its future 
generation information. Since «25 is a leaf node, the last field of GT (future gen­
eration) will be left empty. See Table 3.1.

«25’s parent’s ID: «14 
«25’s ID: «25 GEN: 3 CID: 0  

«25’s future generation
n Il

Table 3.1: Node «25’s generation table
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Next, «25 will send this GT to its parent «14, and «14 in turn will start 
building its GT. «14’s GT  will be similar to «25’s with appropriate adjustments. 
However, the future generation field will contain a list of «14’s offspring’s IDs. 
«14’s GT will not be completed until all the GTs from its children have been 
processed. In other words, «14’s GT have to contain information sent from «15 
as well. See Table 3 .2 .

«14’s parent’s ID: «5
«14’s ID: «14 GEN: 2 CID: 1

«14’s future generation
CID ID Future Generation

0 «25 NIL
1 «15 NIL

Table 3.2: Node «14’s generation table

In a similar way, «5 builds its GT  as Table 3.3; «0 , Table 3.4.

«5’s parent’s ID: «0
«5’s ID: «5 GEN: 1 CID: 4

«5’s future generation
CID ID Future Generation

0 «13 NIL
1 «14 «25, «15

Table 3.3: Node «5’s generation table

«0’s parent’s ID: NIL
«0’s ID: « 0  GEN: 0  CID: 0

«0 ’s future generation
CID ID Future Generation

0 « 1 « 6 , «7, «16, «17
1 « 2 «8 , «19, «18
2 «3 «9, «10, «20, «21, «22, «23, «24
3 «4 « 1 1 , « 1 2
4 «5 «13, «14, «15, «25

Table 3.4: Node «0’s generation table
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3.1.2 Spanning Tree M aintenance
MANET is characterized by fluid topology change. Links between any pair of 
nodes (routers) are likely to be formed or broken at unpredictable moment. The 
ST  based algorithm deals with the changing situation by taking into account three 
different scenarios -  nodal sign-on, nodal sign-off, and nodal movement.

Sign-on
The nodal sign-on procedure is quite similar to that used during the ST  con­
struction process. The sign-on node in question broadcasts soliciting messages 
expressing intention to join in the network. Nodes within the radio transmission 
range of the sign-on node respond the request with their positional information in 
the ST. The sign-on node will choose from the responders the one with the lowest 
generation as its parent. By doing that, the sign-on node becomes a new leaf node 
in the existing ST. As other leaf nodes did, the sign-on node will build its GT  
and then report it to its parent. The recursive bottom-up propagation takes place 
again to inform the upper level nodes of the emergence of the new member.

Sign-off
When a node that belongs to the ST  is about to power off, all the relating nodes 
must be informed and proper steps must be followed in order to keep the topology 
up to date. ST  based algorithm proceeds this way. The sign-off node messages its 
parent the intension to leave. Its parent updates the GT by removing the entry 
for this node as well as entries for all the node’s future generation. Following 
is again the bottom-up propagation of GTs until reaching root, the G Ts of all 
lower generation nodes relating to the sign-off node are updated. At the same 
time, the sign-off node sends release messages to all its children in the ST. In 
the opposite direction, the release message propagates recursively in a top-down 
fashion toward the leaf nodes. Any node that receives the release message will 
forgo its membership of the ST, and begins the process of signing on to the ST  as
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a new node.

M ovem ent

In the ST  based algorithm, before its movement a node will notify both the parent 
and the children of its intension to move by sending start-of-move messages. After 
the movement, the node will notify them again by end-of-move messages. In 
this way, the relatives, upon receiving start-of-move notification, will wait for the 
end-of-move message. If for a certain period of time, no end-of-move message is 
received, the relative nodes will abandon the moving node and take steps to adjust 
the topology. The steps taken are the same as if the moving node signed off the 
network, as described earlier. The moving node itself will try to join the network 
again as a new node.

3.1.3 Spanning Tree Based R outing
ST  facilitates MANET routing by proactively maintaining routes. A node makes 
decisions locally as regards the next hop destination.

R outing  A lgorithm :

R E P E A T

1 . The current station w checks its GT  to see if the destination 
station v is its offspring.

2. If so, send package m  to its child x  which is either the destination 
itself or has v- as one of its offsprings.

3. If not, send package m  to w's parent y.

U N T IL  package m  reaches destination v.
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Using Figure 3.1, suppose « 8  is to forward a packet to ul(). u8 checks its GT  and 
finds that « 1 0  is not one of its offsprings, i.e. « 1 0  does not belong to the subtree 
rooted at « 8 . Thus « 8  sends the packet to its parent «2 . « 2  checks its GT and 
finds that « 1 0  is not one of its offsprings. « 2  then sends the packet to its parent 
«0. «0 checks its GT and finds that «10 is one of its offsprings and specifically 
down the branch of «3. Thereby «0 sends the packet to «3. «3 in turn checks its 
GT and forwards the packet to «10, the destination.

Compared to other routing protocols, the proactive nature of this rout­
ing scheme assures zero time of route acquisition because no route probing steps 
need to be performed in order to send a message. Because the sign-on proce­
dure used in the protocol, i.e. signing on to the lowest generation possible, the 
protocol guarantees an optimal route from any source to any destination. These 
two characteristics are essential for time-critical applications in a wireless mobile 
environment. However, there is a serious drawback in the present approach. By 
grouping nodes into generations, the spanning tree inevitably introduces imbal­
ance among the nodes in terms of the routing information storage and distribution 
of traffic volume. The lower the generation a node resides at, the more resource is 
needed to maintain routing information, and in general the more network traffic it 
will oversee. If the network size becomes significantly large, some nodes, such as 
the root of the spanning tree, will suffer severe traffic congestion and performance 
loss, and the entire network is likely to slow down or come to stall. Besides, to 
improve network performance, the number of maintenance messages has to be 
carefully controlled or reduced. As a remedy of and an enhancement to the pro­
tocol, in next section we propose Locality Caching Multi-Root Multi-Generation 
(LCMRMG) routing, and in next chapter an LCMRMG simulation environment 
and simulation results are presented.
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3.2 Locality Caching M ulti-Root M ulti-Generation  
Routing (LCMRMG)

LCMRMG routing is based on an intuition that by turning the existing single 
ST  structure into a multiple rooted graph, routing overhead could be successfully 
distributed. Each root in the graph is in charge of its own S T  resembling the 
single root in [3]. The relationship between different S T s are symmetric, i.e. they 
are not directly related to one another. However from a node’s point of view, these 
S T s are largely overlapped. Any node at any time could belong to more than one 
ST] its generation number (GEN) varies from ST  to ST. This implies that the 
root in one S T  could be a far descendent in another ST. Within any S T  singled 
out from the graph, the maintenance operations -  sign-on, sign-off, movement -  
proceed as stated in the previous section. Mobile nodes store the multiple ST  
information locally, through which multiple routing path can be provided.

3.2.1 M otivation: Caching traffic locality for better per­
formance

More often than not, network traffic in MANET tends to spike in certain network 
portions. It would be a good idea to find a regional route to cope with such 
situations if such a route shortens the hops while affecting the rest of the network 
to a minimum degree. It is especially so in a spanning tree mobile network. To 
illustrate, consider Figure 3 .2 , where node r  is a current root host that covers hosts 
s, a, and b. Host a is a descendent of host s. Host b is not in the subtree rooted 
at host s. Therefore when a and b communicate with each other, the packets are 
routed a s <-+ r *->■ b. The total distance of this route is h + h i+ h 2- (In MANET 
bigger distance usually implies more hops from a start node to the destination.)
We observe the following.

If host s has to function as a router for a high volume of network traffic
that flows through it using routes similar to that of a <-+ s <-»■  r  <-»• b,
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enabling host s to function as a root that covers both host a and b 
could significantly reduce the network traffic volume. Once s functions 
as such a root host, the previous route between a and b will be replaced 
by route a s <-* b. The distance for this new route is h + l2 which 
in general is smaller than h + hi + h2.

It can be seen from above discussion that in order for host s to know that 
it can reduce network traffic by becoming a new root node, it has to be aware of 
its location, as well as location information of hosts r, a, and b. Thus we assume 
as a premise of our algorithm that each mobile node has the capability to know 
its own location information. Given the current state of technology such as GPS 
and possibly others, this assumption can well be satisfied. In order for host s to 
know the values li, l2, hi and h2, the algorithm requires that each message carries 
three more pieces of information: the positional coordinates of the source host, the 
positional coordinates of the destination host, and the positional coordinates of 
the root node r. The acquisition of these coordinates will be explained below. For 
each message routing through a host like s, the host performs a simple calculation
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on the possible savings if it were a root node. Traffic locality statistics collected 
by such calculations over a period of time is used by the host to decide if it should 
become a new root node.

3.2.2 A lgorithm  for traffic locality caching
Let’s consider a particular communication session between two hosts like host a 
and b in Figure 3 .2 . Assume that hosts a initiates the communication. Host a 
first sends a request message to b, via s and r, attaching its coordinates (ax, ay) 
as part of the message. When host b receives the request message, it records the 
values (ax,ay). When b sends its reply message back to a, it attaches (ax,ay), 
as well as its own coordinates (bx,by), as part of the reply. After a host knows 
the coordinates of its peer host in a communication session, the host will always 
attach the coordinates of its peer host on every message it sends to the peer.

In order to help locality caching, every root host like node r in Figure
3 .2  will simply insert its coordinates (rx, ry) into each message routing through it. 
Therefore when a reply message from & to a passes by host s, the latter now knows 
four pairs of coordinates: (ax,ay), (bx, by), (rx ,ry), as well as its own coordinates 
(sx,sy). With these pairs of coordinates, s can easily calculate the distances l\, 
hi hi, h^. Thus we have the locality caching algorithm.

Locality Caching Algorithm:
1. Each host maintains a counter variable ct that records the number 

of communication packets it has routed. Each of these packets 
carries three pairs of coordinates (source, destination, and root).

2 . Each host s maintains two variable a  and (5. These two variables 
will be modified after each packet that carries the aforementioned 
three pairs of coordinates routing through s.
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(a) The variable a  records the accumulated distance values l\ + 
hi + hr2 as illustrated in Figure 3.2. For each packet that goes 
through s, the variable a  is modified:

ot — ol + (Ji + hi + /¿2)

(b) The variable (3 records the accumulated distance values li + / 2 

as illustrated in Figure 3.2. For each packet that goes through 
s, the variable (3 is modified:

(3 = ¡3 (¿i + 12 )

The algorithm is based on the following assumptions:

• Each mobile host knows its own coordinates (x , y) through a technique such 
as GPS.

• Each request message carries the coordinates of the source host.

• Each reply message carries the coordinates of the requesting mobile host, as 
well as those of the reply sender. The reply sender simply first inserts the 
coordinates of the requesting host it previously saved and then inserts its 
own coordinates as part of the reply message.

• For each incoming message, a root host inserts is own coordinates before 
forwarding the message along appropriate outgoing link.

3.2.3 A lgorithm  for new root election
Still using the example in Figure 3 .2 . We can conclude that if compared to l\ +
hi + h'2 , l] + I2 is unproportionately small, host a and host b must be very close.
Thus to make the route from a to b going through s instead of s ^  r is fairly
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valuable in saving bandwidth and shortening route distance. Moreover host r  can 
be spared from participating the routing process for its own good. Since a is 
the cumulation of l\ +  h\ +  h2 and (3 is of l\ + l2, it is not difficult to see that 
the smaller f3 is compared to a, the more eligible host s should become a root 
node. The question is how small ¡3 should be for s to be elected as a new root. 
Depending on the density and mobility of the node population, the decision can 
land in a fairly large range.

Based on the observation, we derive algorithm for new root election.

Algorithm for new root election:
1. Host s periodically checks the value of its counter variable cl. If 

the value of ct becomes sufficiently large (e.g. larger than a preset 
value), host s calculates the value of

2. If the following two relationships hold

a >  (3

(a —  (3)
------- —  >  7a

the host will elect itself a new root node. In above relationships, 
0  < 7  < 1 is a value that controls the strictness level of new root 
creation.

3. If host s is elected a new root, it will salvage the subtree rooted at 
itself to become the new ST  by propagating NEW  signal through­
out the subtree. The propagation is an up-down, generation-by­
generation recursive process common in the ST  maintenance op­
eration.
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Once there are more than one root node in the network, the topology 
maintenance operations proceed as usual except that they must take into account 
all the existing STs when changing topology status. In other words, when a node 
signs on to the network, it will attempt to sign on as many STs as it can; when a 
node signs off, it will also take care of all its status changes in every S T  it belongs 
to.

The value 7  is chosen to control the degree of difficulty in creating new root 
hosts. It address the issue stated earlier on the value that (3 should be. A smaller 
value of 7  (0 % < 7  < 1 0 0 %) indicates new root nodes can be more easily created. 
In our simulation if 7  > 50%, new roots are rarely created. With 7  < 30%, large 
number of roots are usually generated very quickly. The issue of the number of 
root hosts needed to support efficient network operations will be discussed in the 
simulation chapter.

The root termination issue was not addressed in the single root ST  algo­
rithm. In fact if the single root terminates, the entire network will cease to exist; 
all the living nodes will have to rebuild the network from scratch. In LCMRMG, 
the availability of multiple root nodes and multiple routing paths renders the root 
termination a non-issue. A root in LCMRMG can sign off the network just as other 
regular nodes without affecting the network in a whole. In this sense, LCMRMG 
is much more robust and reliable than the original ST  algorithm.

One more point to note is that the subtree salvaging process preserves 
existing topology information and routes. Instead of being released, the old subtree 
rooted at the new root becomes the first members of the new ST. thus many 
potential sign-on operations are avoided.

3.2.4 LCM RM G R outing
Putting previous discussions together, LCMRMG can be viewed as a composition 
of four distinct operations -  ST  maintenance, nodal locality caching, new root 
election, and packet forwarding. ST  maintenance, as in [3], consists of operations
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to construct ST  and GT, operations for mobile hosts to sign on to the network, 
operations for mobile hosts to sign off the network, and operations for mobile hosts 
movement. One difference of LCMRMG is that all of these operations have to be 
extended to accommodate multiple root nodes and STs.

Packets in LCMRMG are routed in a similar way as in a single root scenario, 
except that a decision has to be made when there are more than one forwarding 
path available, since any mobile host may simultaneously belong to multiple S T s. 
The strategy we adopted is to choose the path along the S T  in which the forward­
ing host has the lowest generation number. The reason is that in general lower 
generation nodes cover more offspring nodes and have wider routing knowledge 
than higher generation nodes. By forwarding along low generation paths, routing 
hops can be significantly reduced.

LCMRMG Routing
Every host in LCMRMG MANET:

1. performs S T  maintenance operations.
2 . for each incoming packet:

(a) performs the algorithm for traffic locality caching.
(b) routes the packet accordingly:

i. if the destination host of the packet is in one of its sub­
trees, forward the packet to the root of that subtree. If 
there is a tie, choose the one with relatively low genera­
tions.

ii. otherwise forward the packet to the parent host that has 
the lowest generation number.

3. performs the algorithm for new root election.
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Coming back to Figure 3.2, if host s becomes a new root node, the ST  
maintenance operations dictate that host b will join the the new S T  rooted at s 
with a lower generation number. Therefore two paths now exist from a to 6 , that 
is a s r <->■ b and a <-> s b. Based on LCMRMG algorithm, s will choose 
the lower generation path to forward packets. As a result a s b will be used 
instead of a s <-»• r  b, the goal that we have set out to achieve.



CHAPTER 4
LCMRMG SIMULATION

Protocol simulation is a rather popular approach to verify the validity of protocol 
proposals. It is especially so in the MANET community since by far there are 
still no prevailing affordable MANET applications in the market with which to 
experiment. In short a simulation is the creation of a set of computer programs 
that imitate the physical requirements of the proposed protocols, and the obser­
vation of the execution of these programs in a digital environment. We proposed 
LCMRMG as an improvement of the original ST  algorithm; we also designed and 
implemented a simulation environment to verify the superiority of LCMRMG.

There are pre-implemented, full-blown simulators for networking in general 
and MANET in particular. Two prominent ones are NS-2 [29] and GloMoSim [30]. 
We decided not to use them but rather create our own simulation environment 
based on two considerations:

• Our main purpose is to verify the enhancements that LCMRMG makes over 
the original S T  algorithm. We do not concern ourselves with the physical 
radio implementation, the medium-access control (MAC) channels, and the 
real-world packet forwarding mechanism based on IP stacks, all of which 
constitutes the bulk of aforementioned simulators.

• The learning curve of these simulators could be steep. Users not only have 
to master some scripting techniques, but also have to understand how to
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develop modules that can be plugged into the simulators. In addition, their 
documentation is often lacking. Using simulators requires time-consuming 
and effort-exhausting dedication.

In the rest of this chapter, I will first describe the design of our simulation 
environment, then present the statistical data output from the simulation and the 
analysis thereof.

4.1 The Spanning Tree Based Simulator (S T -
S I M )

ST-SIM  was created by the author from scratch on Unix platforms. It is written 
entirely in C language and built with GNU C (GCC) compiler. The sole purpose 
of ST-SIM  is to implement the operations of the original S T  routing algorithm and 
the LCMRMG modifications. Although, as a network routing protocol, LCMRMG 
involves participation of multiple mobile hosts, ST-SIM  is designed to execute on a 
single Unix box and to be invoked from command prompt. To be able to simulate 
with various scenarios and under different conditions, ST-SIM  provides a set of 
command line switches to control the program execution. ST-SIM  outputs several 
log files as simulation proceeds, with which users can look into the simulation 
process and observe the behavior of the simulated protocol. These log files form 
the basis of post-simulation analysis. There could be better ways for outputting 
data than writing to log files. However for convenience’s sake these files are easy 
to implement, and scripts can be created on the fly to extract the data embedded 
in them.

ST-SIM  makes extensive use of the POSIX thread library, which are usu­
ally resident of most Unix boxes. In fact each mobile host in the ST  is represented 
by one running thread; network communication is thus transformed to thread com­
munication. Our simulation has successfully generated networks of 1000 mobile 
hosts (1000 threads). We believe that even more hosts can be added into our



43

simulation if computing resources and OS limitations, particularly memory space, 
allow us to do so. However in practice most systems cannot handle scenarios much 
more than 1000 hosts. Modeling mobile hosts as system threads poses challenges 
of communication and synchronization. Although API calls allow limited control 
of this issue, the size of the simulated network does depend on OS implementation. 
An example is that the OS scheduler decides the running state of each thread/host, 
which means, against intuition, that for most of the time a host is inactive in terms 
of thread state, but is active in terms of the simulation. Therefore the simulation 
may behave somewhat differently across different Unix platforms, such as Linux, 
FreeBSD and Solaris, against all of which the simulation has been tested. Also 
the API syntax differs slightly across these boxes too, which does require some 
changes in the source code.

4.1.1 D ata  Structures
ST-SIM  represents each mobile host with a single thread. To assure thread mutual 
exclusion, each host has to claim its own execution space. ST-SIM  achieves this 
by dynamically allocating nodal spaces based on the number of nodes put into 
simulation. Thus an index (node ID) of a particular space can be passed to the 
corresponding thread; the thread will only execute in its own territory and not 
interfere with others. Furthermore, the indexes will also become indispensable 
when messages are to be forwarded among different threads.

The actual representation of a node in LCMRMG is expressed in the fol­
lowing C struct:

s t r u c t  n o d e  {
p t h r e a d _ t  p t i d ;  / *  t h r e a d  i d e n t i f i e r  f o r  t h i s  n o d e  * /  
i n t  n i d ;  / *  I D  o f  t h i s  n o d e  * /
s t r u c t  g e n _ t a b l e  r e l a t [ M A X R 0 0 T ] ;  / *  g e n e r a t i o n  t a b l e  f o r

e a c h  r o o t  ,  m a x  3 2  * /  
u i n t 3 2 _ t  r o o t _ m a p ;  / *  w h i c h  r o o t  t a b l e s  I  b e l o n g  * /
l o c a t i o n _ t  l o c a t i o n ;  / *  m o s t  r e c e n t  l o c a t i o n  * /  
l o c a t i o n _ t  d i r e c t i o n ;  / *  m o v i n g  d i r e c t i o n  * /  
d o u b l e  s p e e d ;  / *  m o v i n g  s p e e d  * /
i n t  i s _ s t a t i o n ;  / *  s h o w i n g  i f  i t ’ s  t u r n e d  o n  o r  o f f  * /
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i n t  s i g n e d _ o n ; / *  s h o w i n g  i f  i t ’s s i g n e d  o n t o  t h e  t r e e

i n t  i s . r o o t  ; / *  i f  i
s t r u c t  m s g _ q  m e s s a g e s ;  
p t h r e a d _ m u t e x _ t  q . m u t e x ; 
s t r u c t  m e s g  m s g ;

*/
/ *  i f  i t ’ s  a  r o o t  * /
a g e s ;  / *  i t s  r o u t i n g  b u f f e r  * /
_ m u t e x ;  / *  m e s s a g e  q u e u e  m u t e x  * /

/ *  t h e  l a t e s t  m e s s a g e  i t  
r e c e i v e d  * /

d o u b l e  r ;  
d o u b l e  s ;

i n t  t r a f 1 ;

i n t  t r a f 2 ;

/ *  f o r  n o n - r o o t :  t o t a l  n u m b e r  o f  
m e s s a g e s  g o i n g  u p ;
f o r  r o o t :  t o t a l  n u m b e r  o f  m e s s a g e s
p a s s i n g  b y  * /
/ *  f o r  n o n - r o o t :  t h e  n u m b e r  o f  m e s s a g e s  
f o r  w h i c h  c u r r e n t  r o o t s  a r e  s u f f i c i e n t ;  
f o r  r o o t :  t h e  n u m b e r  o f  m e s s a g e s  t h a t  
c a n n o t  b e  r o u t e d  * /
/ *  r o u t e  d i s t a n c e  t h r o u g h  r o o t  * /
/ *  r o u t e  d i s t a n c e  t h r o u g h  i t s e l f  * /

n i d  is the aforementioned index value to each node structure. r o o t _ m a p  is a 32-bit 
vector holding flags indicating how many and which S T s this node is a member of. 
If the node becomes a new member of a ST, the corresponding bit will be toggled 
on (1 ); otherwise, toggled off (0). The size of this vector (32 bits) also indicates 
the maximum number of roots that can coexist in the simulated network, that 
is, in the current implementation, the maximum is 32. l o c a t i o n  and d i r e c t i o n ,  

taking the form of

t y p e d e f  s t r u c t  {  
d o u b l e  x ,  y ;

1  l o c a t i o n _ t ;

are the coordinates of the node’s current position and the next position. With the 
help of s p e e d ,  the time used by the node to travel from location a to location b 
would be

A thread is considered in the moving state within this period of time after leaving 
the starting point. t r a f 2 ,  r  and s  are the implementations of ci, a and ¡3 in the

speed

locality caching algorithm.
The m e s s a g e s  is a simple implementation of a circular queue structure
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s t r u c t  m s g _ q  {
s t r u c t  m e s g  b u f [ B U F S I Z E ] ; 
i n t  f r o n t ; 
i n t  b a c k ;

while the actual messages are represented as

s t r u c t  m e s g  {  
i n t  s r c  ; 
i n t  d s t  ;
c h a r  b o d y  [ 2 ]  ,  n u l l ;  
l o c a t i o n _ t  s l o e ;  
s t r u c t  t i m e v a l  s t v ; 
u n s i g n e d  l o n g  t i m e _ t o t a l ;  
u n s i g n e d  l o n g  t i m e _ l a s t h o p ; 
i n t  h o p s ;

>;

Most of the fields in the message structure are for statistical purpose and the 
message has a dummy message body of size 3 bytes. Remember that each message 
in LCMRMG needs to carry up to three set of coordinates as stated in the locality 
caching algorithm. Instead of actual carrying them in the each message, for the 
sake of convenience, each message only carries the nodal index of the relevant 
nodes.

r e l a t  is the most important structure pertaining to topology maintenance 
at each node. MAXROOT is currently set to 32 matching the size of the bit vector 
r o o t _ m a p .  Thus only those generation tables with its bit toggled on in the bit 
vector are valid. Each table looks like this,

s t r u c t g e n _ t a b l e  {
i n t p n i d  ;
i n t g e n  ;
i n t c i d  ;
i n t e n u m  ;
s t r u c t  n o d e _ l i s t  ^ c h i l d r e n ;
i n t r o o t i d ;

resembling Table 3.4 in Chapter 3. Note that enum is the number of next generation 
children the node has, not the number of its entire offsprings, r o o t i d  is the index
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of the root node that this generation table corresponds to. c h i l d r e n  is a single 
linked list that in turn contains a second level linked list.

s t r u c t  n o d e _ l i s t  {
s t r u c t  n o d e  * s e l f ;  
s t r u c t  i d _ l i s t  * o f f s p r i n g ;  
s t r u c t  n o d e _ l i s t  ^ s i b l i n g ;

>;
s t r u c t  i d _ l i s t  {  

i n t  n i d ;
s t r u c t  i d _ l i s t  * n e x t ;

The idea, like Table 3.4 in Chapter 3, is that each generation table records each 
next generation child and the entire offsprings spawned from that child.

4.1.2 User Interface
ST-SIM  exports a command line interface that takes a set of parameters, among 
which users have the choice of selecting the simulation protocol (e.g. single-root vs. 
multi-root). Once invoked, ST-SIM  will keep running until explicitly terminated 
by the user with Ctrl-C command or the time period specified at command line 
has elapsed. As mentioned earlier, the running ST-SIM  dumps simulation data 
into several log files, whose size will grow as simulation proceeds. Each running 
instance of ST-SIM  represents a single configuration of the ST  MANET, hence to 
simulate different scenarios the ST-SIM  program can be place into a batch script 
to automate the entire simulation process.

Command line argument to ST-SIM  can be illustrated with the following 
screen shot:

n i c k @ b u t t e r f l i e s  ~ / s i m _ b a k >  

O p t i o n s :
- h  --------

- 1  < L a m b d a >  -------

- m  < M a x >  -------

. / m a i n  - h

s h o w  t h i s  h e l p  
t r a n s m i s s i o n  r a n g e  f o r  a l l  
n o d e s  , d e f a u l t  t o  5  
n u m b e r  o f  n o d e s  i n  t h e  
s i m u l a t i o n ,  d e f a u l t  t o  1 0 0 0
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- n  < m i N u t e s >  -------

- o  < 0 f f  >  -------

- q  < r e Q u e s t >  -------

- r  < R o o t  >  -------

- s  < S p e e d >  -------

- t  < r a T i o  >  -------

n i c k @ b u t t e r f l i e s  ~/ s i m _ b a k >

n u m b e r  o f  m i n u t e s  t h e  p r o g r a m  
w i l l  r u n ,  d e f a u l t  t o  0  = >  
f  o r e v e r
n u m b e r  o f  n o d e s  t h a t  c a n  
r a n d o m l y  p o w e r  o f f , d e f a u l t  
t o  n o n e
r e q u e s t  f r e q u e n c y ,  d e f a u l t  t o  
1 0  s e c o n d
r o o t  n u m b e r ,  0  = >  m u l t i - r o o t ,
1 = >  s i n g l e  r o o t ,  d e f a u l t  t o  0  
m o v i n g  s p e e d  f o r  a l l  n o d e s , 0  
= >  r a n d o m  m o v i n g ,  d e f a u l t  t o  . 1  
( x - y ) / x ,  c r i t e r i a  t o  m a k e  n e w  
r o o t s ,  d e f a u l t  t o  0 . 5

- r  specifies whether to simulate a single root or a multiple roots network, - n  

specifies the simulation time in minutes, upon the elapse of which the program 
will return. Without using - n  the user has to use Ctrl-C to terminate the program; 
otherwise it will go on forever.

Four log files will be produced after a simulation session -  action.log, mes­
sage Aoĝ  monitorAog, and statusAog.

Sample action.log
N o d e :  8 9  s t a r t s  s e n d i n g  m e s s a g e  t o  n o d e
w i t h i n  n o d e  8 9 ’ s  t r a n s m i s s i o n  r a n g e .  
N o d e :  4 0 0  s t a r t s  s e n d i n g  m e s s a g e  t o  n o d e
w i t h i n  n o d e  4 0 0 ys t r a n s m i s s i o n  r a n g e .  
N o d e :  1 1 7  s t a r t s  s e n d i n g  m e s s a g e  t o  n o d e
w i t h i n  n o d e  1 1 7 ? s  t r a n s m i s s i o n  r a n g e .  
N o d e :  1 3 2  s t a r t s  s e n d i n g  m e s s a g e  t o  n o d e
w i t h i n  n o d e  1 3 2 ? s  t r a n s m i s s i o n  r a n g e .  
N o d e :  2 7 7  s t a r t s  s e n d i n g  m e s s a g e  t o  n o d e
w i t h i n  n o d e  2 7 7 ? s  t r a n s m i s s i o n  r a n g e .  
N o d e :  1 2 7  s t a r t s  s e n d i n g  m e s s a g e  t o  n o d e
w i t h i n  n o d e  1 2 7 ’ s  t r a n s m i s s i o n  r a n g e .

5 0 9 ,  w i t h  2  n o d e s

9 0 6  , w i t h 2 n o d e s

7 3 9  , w i t h 1 n o d e s

4 4 5  , w i t h 2 n o d e s

4 0 9  , w i t h 2 n o d e s

1 5 5  , w i t h 1 n o d e s

___________________________Sample message.log_______________________
N o d e  4 4 5  ( - 3 5 . 0 0 ,  - 3 4 . 0 0 )  r e c e i v e d  a  m e s s a g e  f r o m  n o d e  5 6 0
( - 3 0 . 0 0 ,  - 4 5 . 0 0 ) ,  w i t h  4  h o p s .
N o d e  4 5 1  ( 7 . 0 0 ,  - 1 2 . 0 0 )  r e c e i v e d  a  m e s s a g e  f r o m  n o d e  8 5 7
( - 5 . 0 0 ,  - 1 2 . 0 0 ) ,  w i t h  6  h o p s .

N o d e  6 0 3  ( 9 . 0 0 ,  - 3 2 . 0 0 )  r e c e i v e d  a  m e s s a g e  f r o m  n o d e  4 2
( 0 . 0 0 ,  - 2 3 . 0 0 ) ,  w i t h  4  h o p s .
N o d e  8 7 7  ( - 4 7 . 0 0 ,  - 3 6 . 0 0 )  r e c e i v e d  a  m e s s a g e  f r o m  n o d e  1 0
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( - 2 4 . 0 0 ,  - 4 6 . 0 0 ) ,  w i t h  7  h o p s .
N o d e  1 2 3  ( 2 7 . 0 0 ,  - 1 4 . 0 0 )  r e c e i v e d  a  m e s s a g e  f r o m  n o d e  9 0 0
( 3 4 . 0 0 ,  1 . 0 0 ) ,  w i t h  6  h o p s .

N o d e  2 0 2  ( 2 6 . 0 0 ,  3 5 . 0 0 )  r e c e i v e d  a  m e s s a g e  f r o m  n o d e  3 1 9
( 2 5 . 0 0 ,  3 3 . 0 0 ) ,  w i t h  4  h o p s .

S a m p l e  m o n i t o r . l o g
6 6 0 s e c  . : s e n t = 5 2 4 7 6 , r e c e i v e d = 9 7 3 3 , t . r o u t i n g = 1 8 7 9 2 5 ,
e _ r o u t i n g = 7 6 3 1 8 , m a i n t e n a n c e = 6 9 8 ,  r o o t s = 1 8
6 9 0 s e c  . : s e n t = 5 4 8 1 6 ,  r e c e i v e d = 1 0 1 7 5 , t _ r o u t i n g = 1 9 6 2 6 3 ,
e _ r o u t  i n g  =  7 9 6 4 3 ,  m a i n t e n a n c e = 1 1 8 0 ,  r o o t s = 1 9
7 2 0 s e c  . : s e n t  =  5 7 1 5 6 ,  r e c e i v e d  =  1 0 6 7 0 , t _ r o u t i n g = 2 0 4 9 5 4 ,
e _ r o u t i n g = 8 3 5 2 6 , m a i n t e n a n c e = 9 1 2 ,  r o o t s = 1 9
7 5 0 s e c  . : s e n t = 5 9 5 0 8 ,  r e c e i v e d = 1 1 1 5 8 ,  t _ r o u t i n g = 2 1 3 5 9 6 ,
e _ r o u t  i n g  =  8 7 5 9 7 , m a i n t e n a n c e = 8 7 5 ,  r o o t s = 2 0
7 8 0 s e c  . : s e n t = 6 1 8 4 8 ,  r e c e i v e d = 1 1 6 7 5 , t _ r o u t i n g = 2 2 2 4 1 9 ,
e _ r o u t  i n g = 9 1 4 8 2 , m a i n t e n a n c e = 1 3 8 7 ,  r o o t s = 2 0
8 1 0 s e c  . : s e n t = 6 4 1 3 7 ,  r e c e i v e d = 1 2 1 7 3 ,  t _ r o u t i n g = 2 3 0 9 4 6 ,
e . r o u t i n g = 9 5 3 0 4 , m a i n t e n a n c e = 1 3 5 0 ,  r o o t s = 2 1

S a m p l e  s t a t u s . l o g
N o d e 0 :

L o c a t i o n :  ( 4 8 . 0 0 ,  - 3 5 . 0 0 )  
D i r e c t i o n  : ( 4 8 . 0 0  , - 3 5 . 0 0 )
S p e e d  : 0 . 5 9
’ t r a f 1 ’ : 0
? t r a f 2 ’ : 0ou 0 0 0 0 0 0
’ s ' :  0 . 0 0 0 0 0 0

R O O T  T A B L E # 0
R o o t  : 0
P a r e n t  : - 1
G e n e r a t i o n  : 0
C h i l d  I D :  0
N u m b e r  o f  c h i l d r e n  : 6
C h i l d r e n  a r e  :

7 9 : 9 8 3 ,  3 9 4 ,  3 4 2 ,  7 7 3 ,  6 5 7 ,  5 2 6 ,  2 0 0 ,  9 5 ,  1 ,
9 3 1 , 8 6 7 ,  7 8 9 , 7 3 6  ,  9 0 5 ,  5 9 0 ,  4 1 0 ,  2 7 9 ,  2 6 4 ,  1 4 7 ,  6 9 ,  1 7 ,
9 9 9  , 9 4 6 ,  8 6 8 , 9 2 1 ,  8 5 3 ,  6 2 0 ,  5 4 2 ,  4 8 9 ,  4 4 8 ,  3 3 2 ,  2 0 1 ,  9 3 5 ,
7 5 2  , 7 1 1 ,  6 2 1 , 6 0 6  ,  4 6 4 ,  4 1 1 ,  9 6 2 ,  8 8 4 ,  7 9 0 ,  6 7 4 ,  5 4 3 ,  8 5 8 ,
8 0 6  , 7 5 3 ,  9 9 0 ,

3 2 6 : 2 4 7 ,  1 1 6 ,  9 9 3 ,  5 8 9 ,  4 5 7 ,  5 7 3 ,  9 1 5 ,  7 8 3 ,  7 0 5 ,
7 0 4 , 2 4 8  ,

5 3 6 :
6 4 1 :
7 9 9 : 1 3 2 ,  4 5 8 ,  3 1 6 ,  2 1 1 ,  7 2 1 ,  5 7 9 ,  4 7 4 ,  6 5 8 ,
8 5 1  :

action.log a n d  message.log d e s c r i b e  n e t w o r k  t r a f f i c  i n f o r m a t i o n .  S p e d i i -
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cally the former denotes the source host sending packets out and its surrounding 
environment; the latter records the packet arrival and the associated parameters. 
status.log visualizes the topology situation at any moment from the viewpoint of 
individual hosts, monitor.log traces and calculates all the important statistics 
periodically, which allow us to measure and compare network performances after­
wards. In the next section, I will transform these flat text files into two-dimensional 
diagrams and evaluate the simulation result.

4.2 Simulation Results
To compare the routing performance between LCMRMG and the single-root ST  
protocol and to verify the performance gain of the former over the latter, we have 
done extensive simulation using ST-SIM. The simulation result can be observed 
with three set of performance matrices -  packet delivery ratio, network response, 
and total of network control messages. Packet delivery ratio is computed by 
Pocfcet fiecê eci > ^  is an important metric for measuring network reliability. Net­
work response is represented by the average number of hops each packet actually 
traveled. A large number of hops usually means long transmission delay and slow 
response. The total of network control messages, or the maintenance cost, mea­
sures the topology efficiency. The smaller this number is, the larger bandwidth 
can be directed toward regular network traffic and the more likely the topology 
is amenable to scalability. Besides the three matrices, we have also experimented 
the influence of network size on LCMRMG, and the efficiency of root population.

Packet delivery in LCMRMG MANET is much more reliable than in a 
single root network, Figure 4.1. In the former case, since each node can belong 
to more than one generation tree, on the average each node has better knowledge 
on routing paths. This knowledge substantially broadens the choices that can be 
made by any forwarding node when relaying packets, and by the same token avoids 
to a large extent dropped packets because of not knowing the next hop destination.
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By contrast, a single root with one generation tree by itself can hardly incorporate 
as many nodes into the routing scheme, especially when nodes are free to move 
about randomly. Even worse, as the simulation shows, the delivery ratio with a 
single root tends to drop in the long run, which makes it a not very appealing 
candidate for routing in MANET.

Delivery Ratio

Figure 4.1: Packet delivery ratio

Simulation also reveals that, unlike many other protocols, host number 
does not constitute a major influence on the performance of LCMRMG in terms 
of packet delivery ratio. Figure 4.2. This result is particularly desirable in contrast 
to the single root ST  protocol, where packet delivery ratio drops as the number 
of mobile hosts increases.

The average number of hops is related to the signal strength parameter A 
in our simulation. This number increases as A decreases and vice versa. Figure 
4.3 shows the average number of hops for both LCMRMG and the single root 
protocol for a same fixed A value. Both cases exhibit a fairly leveled plot on the 
hops number, in the range of 2  to 4 for that A parameter. To a certain degree of 
satisfaction, the leveled plots imply network traffic efficiency (loop-free) and sta­
bility. With fewer hops, packets can be delivered more quickly thereby throughput 
will improve. Against intuition, Figure 4.3 also reveals that the average number 
of hops in LCMRMG is more than that in the single root protocol. However, in
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Roots v.s. delivery ratio

Figure 4.2: Roots vs. delivery ratio

light of the much higher delivery ratio presented previously, this phenomenon can 
be explained and accepted.

Average Hops

Figure 4.3: Average hops

Adding more roots in the network inherently increases maintenance cost. 
Figure 4.4. Maintenance cost refers to the control messages needed for nodes to 
join or leave the network, and for new root creation and termination in the case of 
LCMRMG. As shown, the number of control messages is linear with respect to the 
total number of packets delivered. Both lines are quite flat. The difference between 
the two is rather small in terms of their absolute values. The slightly higher cost
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of LCMRMG is clearly offset by the overall performance gain of adding more 
roots. Furthermore, we notice that as the number of delivered packets goes up, 
the number of control messages in LCMRMG and in the single root algorithm 
seemingly converge.

Maintenance

Figure 4.4: Maintenance cost

An interesting issue is the number of root hosts needed to support efficient 
operations in a given LCMRMG MANET. Intuitively this number is dependent on 
several factors, including the size of the network (number of hosts), host positions 
relative to each other, their moving speed, the radio transmission strength, and 
the geographic spread of hosts. However, once all these factors are fixed, there 
ought to be a threshold, beyond which adding more roots only increases routing 
overhead rather than improves performance. Figure 4.5 confirms this, where, in 
this particular setting, the number of roots actually needed to be sufficient is 
around five to six.
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Nodes v.s. roots

Figure 4.5: Nodes vs. roots



CHAPTER 5
CONCLUSION

In this thesis we developed a multi-root multi-generation spanning tree routing 
protocol for MANET (LCMRMG) on top of the single-root protocol previously 
proposed in [3]. In the single-root protocol all the routing information in a given 
network is maintained and updated by a single-root spanning tree. A generation 
table is associated with the tree to keep track of relations between mobile hosts. 
The advantage of the algorithm is its simplicity. A mobile host knows how to route 
every outgoing packet when needed, without performing any route acquisition 
procedures. However, this algorithm poses several problems. First, it places heavy 
loads on low generation hosts, especially when routing demands are high. Second, 
the possibility of the crash of the root station was not considered. In case of root 
crash, the topology is rendered useless and it has be reformed from scratch. Third, 
the performance of the algorithm is problematic. The algorithm did not take 
into account geographic location information of mobile stations. The spanning- 
tree structure itself is not sufficient to find an optimal route from a source to 
a destination. In many cases, the location information of mobile hosts has to be 
considered to make the best choice of routes and to avoid congesting root and low- 
generation stations. Based on these observations, we decided that by considering 
geographical information and thereby introducing multiple roots into the network, 
all of the above problem can be alleviated. Specifically the existence of multiple
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roots splits network traffic from a single root, and the problem of root crash can 
also be taken care of.

To verify the enhancement made by LCMRMG, we designed a two-protocol 
simulation environment ST-SIM  and did extensive simulation test. To our expec­
tation, LCMRMG does outperform the single-root protocol in terms of packet 
delivery reliability and nodal involvement in packet routing. Although slightly 
more overhead is introduced on maintaining multiple roots and spanning trees, 
it can be largely justified by the significant performance gain. On the whole, 
LCMRMG achieves more reliability, scalability and efficiency.
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