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ABSTRACT

A  G R O U P -TH E O R E TIC  C H AR AC TER IZATIO N  

OF M -G R O U P S

by

Jessica Pierson, B .S.

Texas State University-San Marcos 

August 2004

SUPERVISING PR OFESSOR: TH O M A S KELLER

I. Martin Isaacs, among others, has posed the problem of finding a purely group- 

theoretic characterization of M -groups which traditionally are defined via character the­

ory. This thesis seeks to understand and answer Isaacs’ question by finding a charac­

terization of M -groups in purely group-theoretic terms. Such a characterization based 

on cyclic sections of the group G and the irreducible, monomial characters that proceed 

naturally from them does exist, and was first described by Alan Parks. He describes 

M -groups based on the notion of good pairs and an equivalence relation on them. If me? 

is the number of classes of good pairs and hq is the number of rational conjugacy classes 

for a group G , then mo =  no if and only if G is an M -group.

In order to fully understand this group-theoretic characterization of M -groups, the 

traditional way of defining M -groups by induced characters had to be explored. First, 

fundamentals of representation and character theory (including irreducible and induced 

representations and characters, inner products of characters, the Mackey Theorems and 

the calculation of character tables) were researched. Next, M -groups themselves were 

studied, including many specific examples of well-known groups. A t this point it was

vii



possible to understand the traditional definition of an M-group as a group in which every 

irreducible character is induced from a linear character of some subgroup of the group. 

Before attempting to study Parks’ group theoretic characterization, some background 

preparation in field theory and Galois theory was done. Finally Parks’ article was studied 

and his characterization was validated.

The conclusion is that there is a verifiable group-theoretic characterization of M- 

groups. This alternative definition of M-groups serves to add to the body of knowledge 

about M -groups and how they behave.
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CHAPTER 1

INTRODUCTION

This thesis is introductory research on M-groups and the two different ways of defining 

them. Traditionally, M-groups have been defined in terms of characters, but a new 

characterization using only concepts from group theory has been developed by Alan 

Parks [7]. This paper seeks to understand the group-theoretic definition of M-groups 

and to verify that it is indeed a valid characterization.

There are two parts to this thesis. The first part includes Chapters 2, 3 and 4 which 

discuss background information on representations, characters, M-groups, field theory 

and Galois theory. Part two, which consists of Chapter 5, develops the proof of Alan 

Parks’ definition of an M-group using purely group-theoretic concepts.

Specifically, Chapter 2 is devoted to the basics of representation theory and includes 

the topics of equivalent, irreducible and induced representations. Further, Maschke’s 

theorem is included along with a proof describing a method for counting the number of 

linear representations of any finite group.

Chapter 3 is a summary of the essentials of character theory whose highlights include 

inner products of characters, the Orthogonality Relations and their corollaries, calcula­

tions for the character tables of various groups, induced and conjugate characters, and 

the Mackey theorems

The fourth chapter introduces M-groups from the point of view of characters and 

gives several examples of them. Then basic facts from field and Galois theory such 

as the cyclotomic polynomial, primitive roots of unity, Galois groups, and irreducible
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polynomials are introduced. Finally Chapter 4 closes with an introduction to and a 

discussion of the Schur index.

We conclude with Chapter 5 and the group-theoretic definition of M -groups. First, 

the idea of good pairs is introduced, and then an equivalence relation on good pairs is 

given (and in fact proven to be a valid equivalence relation). Denoting the number of 

equivalency classes of good pairs as mo and the number of rational conjugacy classes of 

the given group as no, we have mo =  no if and only if G is an M-group. In order to 

prove this group-theoretic classification of M-groups is valid, Galois conjugacy classes of 

irreducible, complex-valued characters are studied and linked to the Schur index and the 

Berman-Witt theorem.

Presumably, those reading this thesis will have a basic understanding of group theory, 

linear algebra, and matrix theory as many results from these fields are not specifically 

cited but rather assumed. The reader will notice that some of the theorems in this 

thesis do not have a proof included (for example, Schur’s theorem or Maschke’s the­

orem). Whenever proofs are omitted, it is typically because the proof itself involves 

more advanced concepts of group theory, or that its proof would necessitate the proof of 

many lemmas and propositions which would serve to unnecessarily lengthen this thesis. 

Moreover, notation is introduced along the way and often references back to the original 

definitions are given in the text.

I have not attempted to trace the various theorems, propositions and definitions back 

to their original sources except where it was appropriate or necessary. For those that 

wish to explore in depth the background sources for this thesis, they are encouraged 

to review in detail the bibliography in conjunction with the following information. The 

foundation for Chapters 2 and 3 were Hill’s book [3] and Grove’s book [2]. The motivation 

for Chapter 4 included Isaacs’ books on group theory [4] and character theory [5] and 

Grove’s book [2]. Finally, Chapter 5 is based on Parks’ article [7].



CHAPTER 2

REPRESENTATION THEORY

2.1 Introduction to Representations

An F-representation of a group G is defined as a homomorphism T  from G to the general 

linear group over V  for some finite dimensional vector space V  and field F. A repre­

sentation maps the given group into a set of invertible linear transformations over V. 

From linear algebra we know that a given linear transformation can be associated with a 

matrix. Given the basis B =  {v\,V2, ■ ■ ■, vn}  for V, if vt ■ T(g) =  Y^=i a*jvj f°r a%j S F, 

then the matrix associated with the linear transformation T(g) is A =  [ay ]. In effect, a 

representation maps an arbitrary group to a set of matrices with entries from the field 

F  where we can identify the group multiplication with matrix multiplication. The di­

mension of V is also called the degree of the representation and is denoted deg(T). A 

one-dimensional representation is called linear, and a representation is called faithful if 

it is one-to-one. Note that a representation is a homomorphism, so it preserves powers, 

inverses, and the identity. Because of this fact, it suffices to define a representation only 

on a set of generators of the group.

Consider a few examples of representations. Define the Klein-4 group as K  — 

{1 ,a,b,ab} (unless otherwise specified, the group K  will always refer to the Klein-4 

group). It has the following as a representation, T : K  — > GL{2, C) defined as

0 1
T(a) =  T(b) =

1 0

3
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Observe that T(ab) =  T(a)T(b) =
1 0 

0 1
and T( 1)

1 0 

0 1
so T is a representa­

tion, but T  is not faithful.

As a second example consider the symmetric group on three elements, denoted S3 =  

{ l ,r ,r 2 ̂ c,rc,r2c\ where r =  (123), c =  (23), and clearly cr =  r2c. We want to find all 

linear representations of S3 over C. Since S3 is generated by r and c, then we simply 

define the representations on those elements. Because r has order 3 and c has order 2, 

then for T to be a representation the matrix T (r) must have order 3, and the matrix 

T(c) must have order 2. This forces T(r) and T(c) to be third and second roots of unity 

respectively. Thus T(r) =  [l],T (r) =  [~1+*v^], 0r T (r) =  [-1~8V̂ ], and T(c) =  [1] or 

T(c) — [—1]. There are 3 choices for T(r) and two choices for T(c), so there are at most 

6 one-dimensional representations for S3. Will all of the possibilities work?

Suppose T(r) =  [— then T (r2) =  [~x~iv/2]. Since cr — r2c then T(c)T(r) =  

T (r2)T(c). Hence [~X+8V̂ ] =  [~1~tv̂ ] which is a contradiction. We conclude that T(r) A 

j--i+»v/3j an(p similarly, T{r) A [v.lviyl]_ The only choice is for T (r) =  [1]. Thus there 

are only two linear representations of S3] 7\ where Ti(c) =  Ti(r) =  [1], and T2 where 

? 2(c) — [—1] and T2(r) =  [1]. Observe that [T2(c)j2 =  [1] — [T2(r)]3, and T2(r2c) =  

T2(r2)T2(c) =  (T2(r))2T2(c) =  [1]2[-1] =  [-1 ] =  [-1][1] =  T2(c)T2(r) =  T2(cr). Clearly 

T2 is a valid representation of S3. Note that T\ maps all elements in S3 to [1] - this is 

called the trivial representation. In fact, the trivial representation of degree n is defined 

as the representation that maps all elements in the group to the n x n identity matrix.

2.2 Equivalent Representations

How can one determine if two representations are, for all intents and purposes, the same? 

This question introduces the concept of equivalent representations. Let T  and U be n- 

dimensional representations of a group G. Then we say that T and U are equivalent if 

there exists an invertible matrix A such that

A ■ T(g) -  U(g) • A for all g G G.
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Equivalently, T(g) =  A~1U(g)A for all g G G. In other words, equivalent representations 

correspond to a change of basis for the vector space. When two representations T  and U 

are equivalent we write 7 ' ~  U.

As an example, consider the cyclic group of order 4 generated by the element g and

the following representations, V(g) — [*], U(g) =  [—i], and T(g) —
0 1

-1  0
. We will

show that T  is equivalent to the representation given by W(g)
U(g) 0 

0 V(g)
. Pick

1
A = (note A is invertible) and observe that A ■ T(g) =

i 1
Since this equality holds for the generator, then it holds for all e 

shown that T W.

- i  1

—1 i 
ements o:

=  W(g)-A.

‘ G. We have

2.3 The Right Regular Representation

A very important representation is the right regular representation. Let G be a fi­

nite group of order n and consider the action of a fixed element on the set G by right 

multiplication, which is simply a permutation of the elements of G. The right regular 

representation of a finite group is defined as follows. Let G — {xi,X2, ■ ■ ■, xn}. For each 

x,, where 1 <  i <  n, define a bijection on G, f Xt : x3 i-* when x3x% =  x .̂ Let

T(xt) =  [a3k]i<],k<n  where

{1 if f Xz(x3) =  xk
■

0 otherwise

Because right multiplication is a permutation, it follows that T(xt) is a permutation 

matrix.

What is the right regular representation for the group S3? Since S3 is generated by r 

and c, then we only need to find matrices for these elements. First denote 1, r, r2, c, rc, r2c 

as Xi, X2, ■ ■ ■, x§ respectively. Now consider the following,
f r(x 1) =  / r(l)  =  1 • r =  r =  x2 

fr(x2) =  f r(r) =  r - r  =  r2 =  x3
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fr(x3) =  fr(r2) =  r2 ■ r = l  =  x 1 

fr{x 4) =  /r(c) =  c - r  =  r2C =  X 6

fr(x5) =  /p(rc) =  rc ■ r =  c =  X4 

Mxe) =  fr(r2c) =  r2c - r  =  rc =  x 5.

The first entry above means that in row 1 and column 2 the entry is one. Likewise, the 

second entry means that in row 2, column 3, the entry is one. If T  is the right regular 

representation of S3, then we have

T(r)

0 1 0 0 0 0 

0 0 1 0 0 0 

1 0 0 0 0 0 

0 0 0 0 0 1 

0 0 0 1 0 0 

0 0 0 0 1 0

Similarly, using right multiplication by the element c we can find that

T{c) =

0 0 0 1 0 0 

0 0 0 0 1 0 

0 0 0 0 0 1 

1 0 0 0 0 0 

0 1 0 0 0 0 

0 0 1 0 0 0

2.4 Irreducible Representations

If T  is a representation of a group G on the vector space V, then a subspace U of V is 

defined to be T-invariant if for all g e  G, UT(g) C U. Whenever a proper, non-zero, T- 

invariant subspace U exists we call the representation T, reducible. Since U is T-invariant 

then T  can be restricted to U creating a representation of G on the subspace U. For a 

suitably chosen basis of V  we can write T in the form,

a (9) C(g)

0 B(g)
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where A  and B are representations of G of smaller degree than T, C(g) is some matrix 

that depends on the element g, and 0 is a block of zeros of appropriate dimension so that 

the matrix is square. Observe that for g,h E G,

T(g)T(h) =
m  C(g)~ A(h) C{h)

0 B(g) 1 o 3
;

A{g)A(h) A(g)C(h) +  C(g)B(h) 

0 B(g)B(h)

A(gh) A(g)C(h) +  C(g)B(h)

0 B(gh)

=  T(gh).

Note that A is the representation of T  restricted to U described above. If T  cannot be 

written in this form, then we say that T  is irreducible.

A representation T  of a group G is completely reducible if for all g E G, T(g) is 

equivalent to a matrix of the form

Ma)
A%{g)

0 Ak(g)

where each A% is an irreducible representation of G for % =  1, . . . ,  k and 0 is a block of 

zeros of appropriate dimension to yield a square matrix. Note that a representation can 

be reducible but not completely reducible as evidenced by the following example.

Consider the infinite cyclic group generated by element g and, the R-representation

T(g) =
l l

o 1
. It is easy to see that T(gn)

1 n

0 1
using induction. Let U =

{(0,6)16 E ffi} and observe that U is invariant under T. T  is a reducible representation, 

but is it completely reducible? If it is, then because T has degree 2 there exist two one­

dimensional representations A(g) and B(g) of the infinite, cyclic group G such that T

A(g) 0
is equivalent to T*(g) =

0 B(g)
This means there exists an invertible matrix
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M  =
a b 

c d
and representations A(g) and B(g) such that

M -T (g ) ■M.
A(g) o

o B(g)

Define A(g) =  [7] and B(g) =  [ß\ where 7 , ß e M.. So if T  is equivalent to T* then,

a b 1 1 7 0

c d 0 1 0 ß

a a T  b 7 a 7 b

c c +  d ßc ßd

a b 

c d
, and

Now a =  7 • a implies that a =  0 or 7 =  1. If 7 =  1, then a +  b =  b and a =  0. So we have 

a =  0 in any case. Since det(M ) 0, neither b nor c can be zero. However, a +  6 =  76 

which implies that b — 7b. Now either 7 =  1 or b =  0, and since b 7̂  0 then 7 =  1. At 

this point we have a — 0 and 7 =  1. But note that c =  (3c so either (3 — 1 or c =  0. Since 

c^ O , then ¡3 =  1. The fact that ¡3 =  1 and c +  d =  (3 ■ d implies c +  d =  d. So c =  0; this 

is a contradiction. Hence no such matrix M  or representations A(g) and B(g) exist. We 

conclude that the representation T  is reducible but not completely reducible.

2.5 Maschke’s Theorem

The field F  of scalars is a determining factor for the question of complete reducibility for 

a representation. In fact, Maschke’s Theorem deals with this idea.

Theorem  2.1 (M aschke’s T h eorem ): Suppose that G is a finite group, F  is a 

field and char(T) { | G\. Then every F-representation of G is completely reducible. In 

particular, a representation over the field C (or R) is completely reducible.

The proof of this theorem uses induction and is included in full in Grove’s book [2, 

p.99], but would take us too far afield in this paper.

As an illustration of this theorem, consider the cyclic group of order 3 generated by the
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0 -1 1 0
element x and the representation T(x) =

1 -1
. Since (T(x))3 =

0 1
this is indeed a valid representation of degree 2. We want to show that T  is irreducible 

over R but reducible over C. If we assume T is reducible over R, then by Maschke’s 

Theorem it is completely reducible. So there exist such that 7 '(.?;) is equivalent

to
A 0 

0 //
where A and ¡i are one-dimensional representations of the group G.

means for some nonsingular matrix M,

This

M  ■ T(x)
A 0 

0 11
■M.

Recall that for a nonsingular matrix M , Tr(M 1NM) — Tr(N) and det(M  1N M ) =  

det(iV). Since

T(x) =  A T 1 •
A 0 

0 n
■M,

then —1 =  X +  fj, and A/j =  1. The possible solutions for A are which are complex

numbers. So T  is not reducible over R.

Without loss of generality let A =  and then fi — Now we simply need

a b
to find an appropriate invertible matrix M  = that satisfies

c d

M  ■ T(x)
A 0

0 fj,
■ M.

Pick M  =
1 A 

1 n
and observe that

• M  means that

A - 1 - A A A2 ’

. ^ ^2 .

Since A2 +  A +  1 =  0 and ¡i2 +  n +  1 =  0, then A2 =  —A — 1 and fj,2 =  —¡i — 1 so that the 

above equation is true. Further since fj, — A2 then det(M) =  —iy/3 ^  0. Therefore M

M  ■ T(x)
A 0 

0 \x
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is invertible, and we have found values A, p and the matrix M  to prove that the given 

representation T is completely reducible over the complex numbers.

2.6 Finite Abelian Groups

Now consider linear representations of finite, abelian groups.

P roposition  2.2 : If G is cyclic of order k and £ G C is a primitive kth root of 1, then 

T3 (x) =  [CJ] for j= l ,2,.. .,k is a complete list of all one-dimensional C -representations of 

G.

P roof: We know (T3(x))k — [£J’]fc — [£jfc] =  [£fcj] =  [£fcp =  [lp =  [1]. So the 2} for 

j  =  l , . . . , k  are indeed representations of G. If T  is a linear representation such that 

T(x) =  [p\ where p G C, then pk =  1. Hence p is a kth. root of unity but not necessarily 

a primitive root of unity. Regardless, it follows that p can be written as a power of £ 

and so T =  T3 for some j. <0

By the Fundamental Theorem of Finite Abelian Groups if G is a finite, abelian group, 

then G is isomorphic to the direct product of a finite number of cyclic groups of prime 

power order. In other words, we have G =  Z ?1 x Z (i2 x . . .  x 7L<in where each q3 is a power 

of a prime.

P roposition  2.3: Let S be the set of all linear, irreducible characters ofZqi x . . .  x Z 9n 

and let T — m :=  ! \t\Xt is a linear, irreducible character of for i =  1, . . .  ,n} .  Then 

T =  S and \T\ =  Ql... qn =  \S\.

P roof: First we want to show S C T. Let A G S and then for all (xi , . . . ,  xn) G 

Zqi x . . .  x Zqn define
( n \ n

i " !  a, ) (x i , . . . ,  xn) = n  ^ ( xt)
»=i /  *=i

where Az : Z ft — >• C x such that \(x)  =  A( l , . . . ,  1, x, 1, . . . ,  1) where x is in the ith
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position. Let y, =  ( l , . . . , l , x „ l , . . . , l )  where xt is in the Ah spot of the n- tuple.

First, is \  an irreducible character of ZqJ  We need to show each Xt is a homo­

morphism that preserves powers on the generator of Zqt. Let xt,zt E Z9t and note 

that A,(xtzt) =  A( l , . . . ,  1, xtzt, 1 , . . . ,  1) =  A( l , . . . ,  l , x t, 1 , . . . ,  1)A(1,. . . ,  l ,z t, 1, . . . ,  1) 

=  Xt(xi)Xz(zt). If (&) =  Z q% then A,(l) =  A,((&)” ) =  A( l , . . . ,  1, (gt)n, 1 , . . . ,  1) =  

A ( l , . . . , l )  =  1 where n =  qt. So (A*^))™ =  1 and (A%{gij) is an nth root of unity. 

Therefore A* is an irreducible, linear representation of Z,h.

Now observe that

X{xu . . . , x n) =  A((xi, 1 , . . . ,  ) ( l , x2, 1 , . . . ,  1) . . .  (1, . . .  ,xn))

=  A(yi)A(y2) ■ • • X(yn)

=  Ai(a;i)A2(iC2)-.-An(xn)

=  n ^ A ^ x j

=  (II”=1Ai)(:ri,. . .  ,£„).

Since A and niL i A4 agree on all domain values, then A =  niL i and A E T.

Let H U  Aa E T  where each A, is a linear, irreducible character of Zq%. Is J|”=1 A,, an 

irreducible, linear representation of Zqi x . . .  x Z,M? Since each A, preserves multiplication, 

then obviously niL i A, does as well. Further A, is a map into C x . Thus JlILi At 

is a linear representation of Z (/1 x . . .  x Zqn and therefore irreducible as well. Hence 

Iir=i £ -S'- We have shown altogether that T =  S.

Finally suppose A, g  E S such that A =  Xt, g  =  niLiA4* an<I X ^  g. This 

means there exists j  E {1,.  . , n} and x} e  Zqj such that Xj(xj) gj(%3) Observe that 

A( l , . . . ,  l ,Xj , l , . . . , l )  =  (Iir=i A, ) ( l , . . . ,  1 , ^ , 1 , . .  ,1) =  A j(xj) since At(l) =  1 for all 

i. Also note that g ( l , . . . ,  1, x3, 1, . . . ,  1) =  (Iir=i • • •, 1, x3, 1, . . . ,  1) =  /^(a^) since 

/i,(l) =  1 for all i. Since g3(xj) ^  XJ{xJ) then X ^  g because there is at least one value 

in Zqi x . . .  x Zqn on which g  and A do not agree. We know Zq% is a cyclic group of order 

qu so there are exactly qt one-dimensional C-representations by Proposition 2.2. Using 

this fact and the rule of product, we have that |T| =  qi • <72 • • • • • qn- Since T — S then 

\S\=qi-q2 - . . . - q n. 0
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So when G is a finite, abelian group, then G =  Zqi x . . .  x Z ?n, and \G\ =  q\ ■... ■ qn. 

Further, the linear, irreducible characters of G can be identified with the set S defined in 

Proposition 2.3 which has cardinality q\ ■ .. . ■ qn. Thus the number of linear, irreducible 

characters of any finite, abelian group G is qi •... • qn — |G|.

P roposition  2.4: Let N < G and letT be any representation of the factor group G/N 

with degree n. We can define T on G such that T(g) =  T(Ng). Then T is a represen­

tation ofG. Moreover, ifV  is a representation of G/N thenT ~  V if and only ifT  ~  V.

P roof: Let g,h £ G. Then T(gh) =  T(Ngh) =  T(Ng ■ Nh) =  T(Ng)T(Nh) =  

T(g)T(h) so T  is a representation.

We will prove that T  ~  V  if and only if T ~  V. Suppose that T  is equivalent to V. 

Then there exists an invertible matrix A such that A ■ T(g) =  V(g) ■ A for all g 6 G, 

which implies A • T(Ng) =  V(Ng ) • A for all Ng £ G/N. We conclude that T  and V  are 

equivalent representations of G/N. Since all of the preceding statements are if and only 

if statements, then T  ~  V  if and only if T  ~  V. <0

The derived group of G (or the commutator subgroup), denoted as G', is the sub­

group generated by all commutators of G, that is, G' — (\x,y] =  x~ly~lxy\x,y £ G). 

The following theorems are stated here without proof, but can be found in any basic text 

on group theory ([4, p.37]).

Theorem  2.5: Let N < G . Then G/N is abelian if and only if G' < N .

C orollary 2 .6 : Let <p : G — > A be a homomorphism where A is abelian. Then 

G' <  ker(<p).

These theorems and the previous propositions lead to the following statement.

P roposition  2.7: There are exactly \G . G'\ one-dimensional C -representations of a
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finite group G.

P roo f: Apply Theorem 2.5 by letting N — G', and we conclude G/G' is abelian. Since 

we are only considering finite groups then G/G’ is finite and abelian. From Proposition 

2.3 and the remarks following, the number of linear C-representations of G/G' is [G : G'}. 

Define S to be the set of all linear C-representations of G/G' and R to be the set of all 

linear C-representations of G. Since the set S has cardinality [G : G'], then if we can find 

a bijection from S to R we can conclude that R also has cardinality [G : G'\.

Let /  : S — > R, such that f (T )  — T  where T  is defined as in Proposition 2.4. 

Suppose Ti ,T2 G S and f{Tfi) =  / (T 2). This implies that T\(g) — T2(g) for all g G G, 

and thus TfiG'g) =  T2(G'g) for all G'g G G /G '. We conclude that 7\ =  T2 and the 

function /  is injective.

Is /  surjective? Let U G R. Observe that for any x,y  G G we have

U(x~1y~1xy) =  U{x~1)U{y~l)U(x)U{y) =  U(x~1)U{x)U(y~l)U{y).

Note that the order of multiplication can be switched since U is one-dimensional and is 

therefore a homomorphism into the set of complex numbers (not including 0) which is 

an abelian group. So, U^x^xy^y) =  U(1) — [1], and hence for all g G G', U(g) =  [1].

Now for each U G R define a map T  on G/G' into C x such that T(G'g) — U(g) for each 

G'g G G /G '. T  is a homomorphism because it is a map into C x . Is the map T  well-defined 

on the group G /G '; that is, if ĝ  G G'g2, then does T(G'g\) =  T(G'g2)rt Since gi € G'g2 

then g1 -g2 1 G G'. Thus T(G'gigfil) =  U(gxgfil) =  [1], and T{G'gi) • T(G'g2 l) =  [1], We 

conclude that T{G'g\) =  T(G'g2) and the map is well-defined on the group G /G '. So T 

is a valid linear representation of G /G ' and is in the set S. Observe that f (T)  =  U and 

we have shown /  to be an onto function.

The function /  from the set of all linear, complex-valued representations of G /G ' to 

the set of all linear, complex-valued representations of G is a bijection so we conclude 

that the sets R and S have the same cardinality. <0

As an application of Proposition 2.7, we can find all one-dimensional C-representations 

of Z>4, the group of symmetries of the square. Denote D4 as the set {1, r, r2, r3, v, rv, r2v, r3v}
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(r, v) where r4 =  1 =  v2, vr =  r3v, the element r is equivalent to a 90 degree rotation or 

the cycle (1234), and the element v is equivalent to the product of transpositions (12)(34) 

or a reflection over a vertical line. By Proposition 2.7, there are [£>4 : D'4] one-dimensional 

representations of D4. Since l)4 is normal in l).\ then there are four nontrivial possibil­

ities of subgroups for D4, and it is easy to see that D4 =  (r2). Obviously \D'4\ =  2 and 

[£>4 : £>4] =  4. Further D4/D 4 =  { { l , r 2}, { r ,r 3}, {v ,r2v}, {rv ,r3v}}.  We know there are 

four linear representations of £>4, and to find those we simply map the elements in each 

element of the factor group of H4/-D4 to the same matrix indicated by the representation 

of Da/D'4. Because D4 is the identity of D4/D'4 then all linear representations must map 

D4 to [1]. Further, observe that every coset of D4/D4 is its own inverse so they can only 

be mapped to [1] or [—1]. The following then are the one-dimensional representations 

defined on the generators of D4/D'4.

I l II  II  Ik
{r, r3} — > [1] {r, r3} — > [1] {r.r3} — ► [-1] {r, r-3} — ► [-1]

{v ,r2v} — > [1] {v ,r2v } — > [—1] {v ,r2v } — »[—l] { v,r2v} — > [1]

To find the one-dimensional representations of D4 we simply extend the representa­

tions just defined. The four linear representations of D4 are Ti such that Tj(r) =  [1] and 

Ti(v) =  [1];T2 such that T2 r̂) =  [1] aud T2(v) =  [— 1];T3 such that T^(r) =  [—1] and 

T$(v) — [—1]; and T4 such that T4(r) — [—1] and T4{y) =  [1],

As an additional example, consider the group G =  (a, b) where a5 =  64 =  1, ba =  a2b, 

and G has order 20. Its only nontrivial, normal subgroup is (a). We will determine all 

one-dimensional representations of G.

Obviously ab A a2b — ba so G is not abelian. If G' =  { 1}, then G/G' =  G and G 

would be abelian. So G' 7̂  { 1}. Consider the factor group G/(a) which is of order 4. 

Hence G/(a) is abelian, and by Theorem 2.5, G' < (a). It is clear G' /  G, so G' =  (a). 

We can write the factor group G/G' as {G',G'b,G'b2,G'b3}  and G/G' is isomorphic to 

Z 4. It follows that the four linear representations of G/G', and therefore for G as well, 

are the four linear representations of Z 4. The four linear representations of G are listed



below.

15

T±

Ta (a) =  [1]

T4(6) =  [-¿]

r 2.7 Induced Representations

H  Zk Ik

T^a) =  [1] T2(o) =  [1] T8(a) =  [1]

Ti(b) =  [1] T2(6) =  [ - l ]  r s(6) =  [*l

Let H  be a subgroup of a finite group G, and let T be a C-representation of degree m of 

the subgroup H. Define T on G such that

T(g) i i g e H  

0m if g

where 0m is an m x m block of 0’s.

Suppose also that [G : H] =  n and f/j. g2- ■. ■; gn are left coset representatives of H  

where g\ =  1. Define TG(g) =  [Tig^ 1 gg3)]tt3=i  ̂,;n. Observe that the dimension of the 

induced matrix TG is nm since it is constructed of n rows (and columns) of m x m 

submatrices. Is TG a representation? Before considering this question we present the 

following lemma.

Lem m a 2 .8 : If g i , , gn are left coset representatives of H then g3 \ . . . ,  gn 1 are 

right coset representatives of H.

P roof: We want to show G =  (J”=1 /Ty“ 1, and if i ^  j  then IIg~l fl HgJ1 =  0. Let 

g G G, so there exists gi (a left coset representative) such that g~x 6 giH. This implies 

the existence of hi G H such that g~x =  gi ■ hi. Therefore, g =  (g-1)-1 =  h ^ g f 1, and 

g (E H g f1. So G Ç (J™=1 H g f 1 Further (J"=1 IIg f1 Ç G trivially.

Now suppose i 7̂  j  and Hg~l fl H g f 1 ^  0. Then there exists x such that x — h\g~l 

and x =  h2g f l . Thus h\g~x =  h2g f l which implies that g3 =  g.t ■ h f1 ■ h2. We conclude 

that g3 e  gtH which is a contradiction because gtH fl g3H — 0 when i ^  j. Thus our 

assumption is wrong, and when i ^  j  then IIgf1 fl HgJ1 =  0. 0
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Theorem  2.9: The map TG is a C-representation of the group G.

P roof: To show that TG preserves multiplication let g,h £ G and we must prove 

that TG(g) • TG(h) =  TG(gh). First,

1ggk) - f ( g k1hg3))
U=1

TG(g) • TG{h) =

Since TG{gh) — \T{gfl ghg3)\li3) what we really want to show is

n

nsT'shSi) = EPXft1!»*) • t(gphg ,))

J hJ

k= 1

where i and j  are fixed. There are two cases to consider, either the i , j th block of TG(gh) 

is a block of zeros or not.

Case I: Suppose the i, jth  block of the matrix TG(gh) is not the matrix 0ma;m.

This means T^g^ghgj) =  T(gf1ghgJ) which implies g f xghg3 G H. Let gt be a fixed 

left coset representative. By Lemma 2.8 there exists a unique k such that g~xg G Hgkx. 

This implies g f xggk G H. Since {g^gg^ig^hgf)  =  g f xghg3 G H, then g f 1hg3 =  

{g^ggk^ig^ghgj)  G H. Therefore

ggk) — T(gl ggk) 0mxm and

T{gZ1hg3) =  T{gk1hg3) ±  0mxm.

Hence, the i, jth  block of the matrix product TG(g) * TG(h) equals
n

1ggk) • T{gk 1hg3)) =  0 +  . . .  +  0 +  T(gz 1ggk) • T(gk 1hg3) +  0 +  . . .  +  0
k= 1

(Because of the uniqueness of k all other summands will be 0). Since T  is a representation 

and preserves multiplication, then the i, jth  block of TG(g) • TG(h) is T (g f1ghg3). But 

this is exactly the i , j th block of TG(gh).

Case II: Suppose the jth  block of the matrix TG(gh) is 0mxm 

This means T(gf1 ghg3) =  0mxm which implies g f xghg3 H. We will show that the i , j th 

block of the matrix product TG(g)-TG(h) =  E L i {ri '(g flggk)-t{g k1hg3))}^3 equals 0mxm.
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To see this, for all k — 1, 2, . . . ,  n we will show Tig^ggk)-T^^hg.,) =  0mxm. So suppose 

not. Suppose there exists k such that T^g^ggj.) ■ T(g^lhg3) ^  0mxm■ If follows that 

Tig^ggk) +  0mxm and T(g^1hg3) J- 0mXm; by the definition of T, g^ggk G H and 

g^hg3 G H. We conclude that (g^ 1 ggk){9klhg3) =  g~lghg3 G H. Thus the i, jth  block 

of TG(gh) is not zero, and this contradicts our assumption. We conclude that for each 

A: =  1,2, . . .  ,ra, T (g ; lggk)-T(g^hg3) =  0mxm. Therefore, the i, jth  block of TG(g)-TG(h)

equals 0TOXTO.

Altogether we have shown that the induced representation TG does preserve multi­

plication.

Additionally we must show that TG(g) is invertible for each g e  Gin order to complete 

the proof that TG(g) is a representation.

Recall that the induced representation TG{g) has n rows and n columns each contain­

ing a matrix ’’ block” that has dimensions m x m .  The i,jth block of TG(g) is T{g~1gg3) 

where g%, g3 are left coset representatives of H  with 1 <  i , j  < n. We have also defined

T(x)
T(x) if X £ H  

if X £ H

By Lemma 2.8, for each gt there exists a unique k such that g~lg G Hgkl which 

implies g~xggk G II. This means there is only one k such that T{g~lggk)  =  T(g~1ggk) 

where % is fixed. So in the ith row of the induced representation as we move across the 

different columns there is only one nonzero column entry. In other words, g~lgg3 G H 

if and only if g3 =  gk- Moreover, we know for each g3 there exists a unique l such that 

g^gg3 G H. When j  is fixed there exists one gi such that T(gf1ggJ) =  T (g f1ggj). In 

other words, in the jth  column of the induced representation as we move down the rows 

there is only one nonzero row entry. So TG(g) looks somewhat like a permutation matrix, 

but instead of having ones as entries it has the m x m  matrix T(g~1ggJ).

Define a matrix C(g) blockwise such that [C(g)]h3 is the i, jth  block where

rn( v, \ (Tig-'gg, ) ) - 1 i f g; 1ggl e H[C(g)]z,3 -  <
 ̂ 0mxm if 93 99i i  H

We are assured the existence of (T(g 1ggz)) 1 since T  was initially defined as a represen­

tation. All that remains is to show TG(g)C(g) =  Imn =  C(g)TG(g), and it follows that



18

TG(g) is invertible. Only the first half of this equation will be verified since a similar 

proof follows for the second half of the equation.

Denote TGC =  A =  [BhJ\i<tJ<n where Bhj is the m x m matrix located in the 

i, jth  block of the product matrix A. So the i , jth  block of TG(g) • C(g) equals Bh3 — 

Y2 =i^(9 7 199k){C{g))Kr (Recall that (C(g) ) kt3 =  (T(gJ1ggk))~ 1 or 0mxm depending on 

whether g~lggk £ H  or not). Now A is the identity matrix only if BtJ =  Imxm when 

i =  j  and Bh3 =  0mxm when i

Suppose i =  j  and then Bht =  Y 2 = ir̂ (9i l99k){C{g))k,i- By Lemma 2.8 we know 

there exists exactly one left coset representative gp such that g, lggP £ H. Hence Bt l =  

Tig^ggp) ■ (T^ 1 ggpj)~l =  Imxm.

Now suppose i 7̂  j  and we want to show Btj  =  0mxm. Well suppose not, suppose 

BtJ =  YZ=i'^(97199k)(C(g))k,3 ±  0mxm. Then there exists h  such that g~xggkl € H 

and gj'ggky € H. This implies ggkl £ g%H and ggkl £ g3H. Since i /  j  by assumption, 

then gt and g3 are distinct left ‘coset representatives and the element ggkl cannot be in 

both g,tH and g3H  at the same time. We have the desired contradiction and conclude 

that Bhj =  0mxm when i ±  j.

Therefore, TG(g) is an invertible homomorphism for all g £ G, and we have shown 

that the induced representation is, indeed, a representation. <0>

As an example consider the group S3 and its normal subgroup II =  (r). Since r has 

order 3, then the three one-dimensional representations of the subgroup H  are simply 

the 3rd roots of unity; T(r) =  [l],17(r) =  and V(r) =  Find the

induced representations TG and UG (since calculation of the induced representation V G 

is similar to the representation UG, we will simply state that representation without 

proof). Recall that the elements r and c generate the entire group S3, so we must find 

TG(r),TG(c),UG(r) and UG(c). The set of right coset representatives of H is {1 ,c},  so 

define g\ and g2 as 1 and c respectively The degree of TG is [G : ff]-deg(T) =  2 as 

are the degrees of UG and V G. The *, jth  block of TG(r) is defined as T(gSlrg3) where 

1 <  i <  2 and 1 <  j  <  2. Consider the following,

^ >{r)]l tl= f ( g ^ r g 1) =  T (1 • r • 1) =  T(r)  =  T(r) =  [1]
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[TG(r)]h2 = f ( g ; 1rg2) =  T(1 • r • c) -  T(rc) =  [0]

[TG(r)}2>1 = f ( g ^ r gi) =  T(c • r • 1) =  T(cr) =  [0]

[TG(r)]2,2 =  TGfeVifc) =  T (c ■ r ■ c) =  T (r2) =  T (r2) -  [1]

In the first row of calculations, [T'G!(r*)]iji is the submatrix in the first row and first column 

for the induced representation on the element r. So we have,

TG(r) =
1 0 

0 1

Similarly one can find that [TG(c)]iti =  [0], [TG(c)]ii2 =  [1], [Tg (c)]2)i =  [1], and 

[Tg (c)]2;2 =  [0]. It follows that

T g (c) =
0 1 

1 0

Now to find the induced representation UG consider the following,

' - l - t y / 3U(r) =  U(r) =

[?7G(r)]ii2 =  U(rc) =  [0] 

[UG(r)\2, i =  U(cr) =  [ 0]

[UG(r)]2<2 (J{r2) =  U(r2) = ■Id- iy/S

After performing similar calculations for the element c, we find that the induced repre­

sentation UG is defined as

UG(r) =
-1 -W 3

2
0

0
-l+sv'I

2

and UG(c) =

Additionally the representation induced from V  follows,

VG(r) = 2

0 -1 -W 3
2

and VG{c)

0 1 

1 0

0 1 

1 0

The reader might note that the induced representation T°  is completely reducible, since

the representation for the element c,
0 1 

1 0
is equivalent to the matrix

1 0 

0 -1
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using the invertible matrix M  =
2 2 

3 - 3
Also since TG(r) =  12x2 then obviously

M  ■ TG{r) =  TG(r) • M. The representations V °  and UG are both irreducible, which will

become clear on page 35 of this paper.



CHAPTER 3

CHARACTER THEORY

3.1 Introduction to Characters

The character x  of an F-representation T  is defined as a function from G to a field F  such 

that x(x ) =  (TroT)(x) =  Tr(T(rr)) for all x E G where Tr(T(a;)) is the trace of the square 

matrix T(x). An F-character is a character afforded by an F-representation, meaning 

that all entries in the matrix are from the field F. Observe that x( l )  =  Tr( /)  =deg(T). 

We call this integer the degree of x  and write deg(%).

As a simple example of a character consider the right regular representation T  of a 

finite group G. Recall that for x  G G the entries on the diagonal of T(x), au, are 1 

only if f x(xt) =  xu or if (xt) • x =  xl. This only occurs when x  is the identity of G. So 

the character associated with this representation is x {x) =  0 when x  ^  1 and x{x ) =  

deg(T) =  |G| when x =  1 .

Before considering some basic facts of character theory remember from linear alge­

bra that if A  is an invertible matrix of degree n and B is a matrix of degree n, then 

Tr{A~XBA) =  Tr(F). In the following propositions the field F  is an arbitrary field.

P roposition  3.1: If x  is an F-character of a group G, then x  is a class function; 

that is, x  is constant on conjugacy classes.

P roof: Let T  be a representation of G, let x ,y  e  G, and suppose y is a conjugate

21
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of x. This means there exists g € G such that y =  g 1xg. So %(y) =  \{g 1xg) — 

Trpig- 'xg))  =  T'r(T(g)-1T(x)T(g)) =  Tr(T(x)) =  * (* ). 0

P roposition  3 .2 : If S andT are equivalent F-representations of G unth characters 

X and ip respectively, then x  =  4’ -

P roof: Since S and T  are equivalent representations then there exists an invert­

ible matrix M  such that S(g) =  M~1T(g)M for all g € G, and it follows that x (q) =  

Tr(S(g)) =  Tr(M~'T(g)M)  =  Tr(T(g)) =  iP(g). 0

The converse of Proposition 3.2 is also true, but its proof requires the use of theorems 

we have not yet discussed. Therefore its formal statement and proof are postponed until 

a later section (see Proposition 3.12).

We know a representation is reducible over a suitable basis if for all g G G, T(g) can 

be written in the following form,

M.9) C (d)

0 B(g) _

where A(g) and B(g) are representations of the group and C(g) is a matrix depending 

on the element g. Let 6 and <p be the characters associated with representations A and 

B  respectively. The character x  of the representation T  is equivalent to the sum of 

the characters of representations A and B; that is, x  — $ +  V- It is important to note 

that the sum of two characters is still a character, but unlike representations, characters 

are not necessarily homomorphisms from the group G to the field F. As an example

consider the cyclic group on two elements with g as the generator and the representation 

0 1
U(g) =

l o
However, all linear characters are homomorphisms because they are essentially the same 

map as their associated one-dimensional representation. So every linear character is 

a homomorphism where each group element is mapped into the multiplicative group 

F  x  {0}.

. If % is the character afforded by U then x(92) =  2 ^ 0 =  (x(g))2-
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3.2 Characteristic Roots and Characters

One major result of linear algebra has to do with eigenvalues and eigenvectors and their 

relationship to characteristic polynomials. If P  is a linear transformation from a C- 

vector space V to itself, v € V  is a nonzero vector, and there exists a scalar A such that 

P(v) — Xv, then v is an eigenvector of P. The scalar A is an eigenvalue of P  associated 

with vector v. If A is the n x n matrix associated with the linear transformation P  for 

a given basis, then we can refer to the eigenvalues and eigenvectors for A  ([6, p.207]). 

Further, for any n x n matrix A we can define the characteristic polynomial of A to be 

the polynomial det(XIn — A) ([6, p.211]).

From linear algebra we know since A is a n x n matrix then its characteristic polyno­

mial is of degree n. Also we know that the matrix A has at most n distinct eigenvalues. A 

critical result of linear algebra shows that the eigenvalues of the matrix A associated with 

the linear transformation P  are the roots of the characteristic polynomial of A ([6, p.212]). 

If we define A — [«„], then finding the characteristic polynomial of A using expansion by 

minors yields the following polynomial, det(XIn — A) =  (x — a,n)(x — 022) . . .  (x — ann)+  

terms in xn~2 and below. Using the Binomial Theorem to expand the product we have 

det(XIn — A) =  xn — (EIL i ai->) xn~ljr terms in xn~2 and below. However, we also know 

that the roots of det(XIn — A) are the eigenvalues of A. Let Ai , . . . ,  An be the eigenvalues 

of A so det(XIn — A) =  (x — Ai)(a: — A2) . . .  (x — Xn). Once again if we use the Binomial 

Theorem to expand the right hand side, we have det(XIn — A) =  xn — (EIL i A,) xn~l+  

terms in xn~2 and below. We conclude that xn — ( ^ ”=1 an) xn~l +  terms in xn~2 — 

det(XIn — A) =  xn — (E H i A,) xn~̂ d~ terms in xn~2, and EIL1 =  EILi A- Hence the

trace of a square matrix A equals the sum of its eigenvalues ([3, p.135-6]).

Before using this information to give us some results about characters we need to 

recall some facts about complex conjugates. If x G C such that x =  a +  bi, then x G C is 

called the complex conjugate of x and is simply a —hi. The absolute value of x  is denoted 

|x| and equals y/a2 +  b2. Moreover we know a +  c =  a + c, ac =  ac, and a =  a. The 

following easy lemmas are presented without proof.

Lem m a 3.3: If £ is a kth root of unity, then |(j =  1 and C_1 =  C-
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Lem m a 3.4: If A is an n x n matrix with eigenvalues Ai , . . . ,  Xn and k is a pos­

itive integer, then the eigenvalues of Ak are Af, . . . ,  Ajj, and the eigenvalues o f  A 1 are

\-i \-iAi »•••> An •

P roposition  3.5: Let T be a C-representation of a finite group G affording the char­

acter x  m th degree n. Then |x(g)| <  y( l )  for aM 9 £ G.

P roof: Since T  is a C-representation then by Maschke it is completely reducible and 

T  ~  U where
n ig )  o

U(g) =
nig )

o Ttig)

and each Tt(g) is irreducible. Suppose o (g) =  m, then (U(g))m =  IBXn. Let {Ai , . . . ,  An} 

be the eigenvalues for the matrix U(g). We know that the trace of a square matrix is the 

sum of its eigenvalues, so define ip(g) — Tr(U(g)), and ip(g) =  -V If we take the 

absolute value of both sides we have

\ m \  = £ a ‘

n

< 5 3  |Aj| by the Triangle Inequality.
1=1

Since (U(g))m — Inxn and {A™,. . . ,  A™} are the eigenvalues of (U(g))m, then the eigen­

values of U(g) are mth roots of 1. Thus |A*| =  1 for all « =  1, . . .  ,n by Lemma 3.3. By 

Proposition 3.2 since T ~  U then if) =  x  and

0

n n

lx(s)l =  1 ^ )1  <  5 3  |A,| =  5 3  1 =  n =  deg(*) =  x(l) -
1=1 1=1

P roposition  3.6: Let x  be a C-character of a group G. Then %(x -1) =  x(x ) for all 

x ç  G.

P roof: Let T  be a C-representation of the group G of degree n and x  its associ­

ated character. Let k be the order of x so the matrix T(x) has order k as well. Let
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Ax,. . . ,  Xn be the eigenvalues of T(x), then by Lemma 3.4 A , 1. . . . ,  A“ 1 are the eigenval­

ues of (T(x))~l . But T(x)k =  Inxn so all eigenvalues of T(x) are fcth roots of one. By 

Lemma 3.3, A“ 1 =  A* for all? =  1, . . .  ,n. Observe that (T(cc))-1 =  T(x~x) since T  is a 

homomorphism. Thus x(a:_1) =  Tr(T(x_1)) =  T r((T (x))_1) =  XT=i \rl =  XT=i A* =

£ I U  A* =  Tr(T (x )) =  x(x).  <>

3.3 Orthogonality Relations

The inner product of two class functions x  and <p from G to a field F  is

(x,<f)
W\

Y1^3)<p(g *)•
geG

The inner product is symmetric and bilinear, meaning, (%, =  (</?,%) (symmetry),

{ax +  bil>,<p) =  a(x,tp) +  b{i/),<p), and {x,aip +  hp) =  a{x,*l>) +  Hx, ^(bilinearity). 

These statements are easily verified. One can also calculate the inner product of two 

characters using the sizes of the conjugacy classes of G. If a finite group G has the 

distinct conjugacy classes C%,.. . ,Cn and each class, Cv  contains h3 elements then by 

Proposition 3.1, YlxeCl X{x )if { x~1) =  b,lx{gi)lpig^1) where gt is a representative element 

of the conjugacy class C%. When calculating the inner product using the above definition 

we can sum over the conjugacy classes of G instead of summing over all of G. Hence,

i x M  =  |

and by Proposition 3.6
I n ______

(x, w> = T̂ r 5  ̂hjx(g3)<p(g3)
' ' J=1

Another important number that often occurs in character theory is the Kronecker

%̂3 —

delta which is defined as
1 if i =  3 

0 if % ±  j
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Theorem  3.7 (Schur’s T h eorem ): Suppose S andT are mequivalent, irreducible 

representations. Suppose that S(x) =  [,sy (x)] and T(x) =  \ttJ(x)] for all x  € G then,

1- Y)X€G M M k iix M  =  0 f ° r al1 h j ,k ,l

2. I fT  is irreducible and deg(T) =  n then n • YlxeG tiAMkiM  *) — • 1̂ 1

for all i , j , k, l.

The proof of this theorem will not be included in this text, but the interested reader 

can refer to [2, p.103].

P roposition  3 .8 : Suppose G is a finite group having irreducible C-characters,

Xi, X2, ■ ■ ■ , Xk- Then for an arbitrary C-character x  of G afforded by the representation 

T,
k

X =  Y 1 a*X*

where a% € N U {0 }.

P roo f: Since we are working over the field C, then by Maschke’s Theorem the repre­

sentation T  is completely reducible. We can decompose T  into irreducible representations, 

Ti, T2, . . . ,  Tn. Since every irreducible representation gives rise to an irreducible character, 

then let ipt be the irreducible character of Tt. Thus, xid) — Tr(T(g)) =  EIL i Tr(T,(g)) =  

EILi M g)- Since each ^  € {x i, - ■ ■, Xk} for each i, x(g) =  E?= 1 M g )  =  Et= 1 o.X*(0) 

where at £ N U {0 }. 0

Theorem  3.9 (First O rthogonality R elation ): Let xi, ■ ■ ■ ,Xk bo all of the irre­

ducible C-characters of G. Then (XuXj) =  $13 f or aM L J-

P roo f: Let x% and Xj be distinct irreducible characters of G (i j) , let Xi be afforded 

by the representation T, and let Xj be afforded by the representation S where T =  [iy ] 

and S =  [sj.,]. Note that by the contrapositive of Proposition 3.2 since Xt 7̂  X3 1 then T
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and S are not equivalent representations. We have,

=  777i £ x . ( a : ) % ( a:‘ 1)

|G | xeG

~  igi ^  sn (x  x)
x£G .

= p E ^ E E w *)*» !* '1))]

=  i G f E E i E u . w « 1) )  ■
' ' * 3 \xeG /

By Schur’s Theorem Y xeo tll(x)sJJ {x~l) =  0. This is true only because S and T  are not 

equivalent representations. So {x%, Xj) — p [ Ŷ i Ylj 0 =  0.

Now suppose 1 =  j  and consider (Xi,X%)-

¿ f E E E
' ' 3 x € G

{Xi,Xi)

i5 tj • 5%J • |(j | by Schur’s Theorem,
| G | ? ^ V  deg(T)

=  ¿ j E E i w ' “ 1 “ W = i
* 3

=  s g r y E E ' 5«

For a fixed 1, JE 313 — $33 — 1, thus

fr”*) = ¿ E 1deg(T)
1

deg(T)
1.

• deg(T)

We have shown that ~  0 when i ^  j  and (Xt>X.?} =: 1 when i =  j. Hence

( X t i  X 3 )  == fi%3- 0

C orollary 3.10: If % is a C-character of G then x  ts 'irreducible if and only if

ix ,x ) =  1-
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Proof: If x  is an irreducible C-character of G then by Theorem 3.9 (%, x) — 1* Now 

suppose that x  is a C-character of G and (x, x) — 1* We know that x  can be written as a 

linear combination of the irreducible characters of G by Proposition 3.8, so x  =  Y^=i aiXi 

where { x i , ..., X n }  are the irreducible characters of G. We then have

1 = (x,x)
I n  n \

~  \ ^  y Q'îXn ^   ̂Q>iXi
2=1 2=1

=  ^ 2  al(Xn X%) by the bilinearity property of inner products,
2=1

n

=  ¿ a ? - 1
2=1

n

=  ¿ ° t 2-
2=1

Since each at is a nonnegative integer then if 1 =  X^=i a* > exactly one a% =  1 and all 

others are 0. Thus x  =  Er=i axXi =  1 • A'? and x  is an irreducible character of G. 0

Corollary 3.11: Let G be a finite group having irreducible C-characters xi, ■ ■ ■ ,  X k -  

Then for any C-character X of G, x  =  Y^=1{x,Xi)Xi-

Proof: From Proposition 3.8, x  —  E f=i a*Xi where a, € N U {0 }. It follows that for 

a fixed irreducible C-character Xj,

I k  \ k  k

(x, Xj) =  (  a*x *’ A? ) =  S  a*(x*’ x i) =  =  a0 e  N U {0 }.
2=1 2=1 2=1

Thus for each irreducible C-character Xj we have (x,Xj) — and we conclude that

x =  Ef=i aiXx =  E*=i(x> Xi)xt- <>

This result along with Proposition 3.8 are nice because they allows us to reduce a 

character to the sum of irreducible characters that compose the given character. The 

irreducible characters x* where (x, X*) > 0 are called the constituents of x  The integers 

ai =  (x> X%) are the multiplicities of the constituents. At this point, we need to introduce 

some new notation. The set of all irreducible C-characters of a group G will be written
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as Irr(G'). To identify a different field F, we write Irrp(G) to indicate the set of all 

irreducible F-characters (Remember that an F-character is a character whose associated 

representation has entries from the field F).

P roposition  3.12: Suppose S and T are C -representations of G with g and ip as 

their respective characters. If p(g) =  ip(g) for all g &G, then S ~  T.

P roof: Let Irr(G) — {x i,- ■ ■ ,Xk} and let Rt be a representation with character x% 

for i =  1 , . . . ,  k. Since we are working over C then by Maschke’s Theorem both S and T 

are completely reducible. This means that T(g) is equivalent to

0

Ti(g)

0

Sm(g)

for suitable l ,m e N  and T%, S3 G {R u . . . ,R k}  for all i,j . Thus Tr(T(5)) =  Tr (T*(g)) =  

mjTr(Fj(p)) where m, G N U {0 } and mlRl(g) denotes m, copies of the represen­

tation Ri{g). Likewise Tr(S(g)) =  Tr(S*(g)) =  n*Tr(Fj(p)) where n, G N U  {0 }. 

Observe that g,{g) =  ip(g) implies p,(g) — ip(g) =  0. So

o =  Tt(S(a)) -  T r (r (9))
k k

2=1 2=1
k k

=  J2 niXt(g) ~ ^ 2 rnlx l(g)
2=1 2=1

k

2=1

T, (g)

T’ (g)
ü (î )

and S(g) is equivalent to

Sl (s)

S’ (3) =
S'JfJI
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Now consider the following inner product,

I k  \
0 =  (

1=1

=  y ^ (n t — m%)(xt, Xj) by bilinearity of inner products
i=l

=  ( n j - m 3) - l .

Therefore, n3 — rrij for all j  =  1 , . . . ,  k and thus l =  m. So E f= i ntRi(g) =  E f= i miRi(9)i 

and both representations have the same number of copies of the irreducible representa­

tions R, . Therefore we can find an appropriate permutation matrix M  such that

T’ito) 0 S to ) 0

Tito) =  M ~ 1 ■ Sito)

0 Tito) _ 0 Sm(g)

We conclude that S and T  are equivalent representations since their decomposition into 

irreducible representations is exactly the same. <0>

Theorem  3.13: If {x i, ■ ■ ■, Xk} — Irr(G) then

k
¿ X . ( 1 ) 2 =  |G|.
1=1

P roof: Denote T  as the right regular representation and p as the character afforded 

by T. In Section 3.1 we showed that p has a value of 0 for all non-identity elements and 

that p (l) =  deg(T) =  |G|. By Corollary 3.11, p =  Yli=i(p-- X%)Xi- By the definition of 

inner product, (p ,y8) =  p  E seG P(9)Xx(9~x) =  p =  p  • |<?| • X ,(l) =  X*(l)- 

Hence p =  E f=i(p, Xz)Xi =  £ ,= i Xti1)**- Since |G| =  p( 1), then |G| =  E != i X i(l)2- 0

Theorem  3.14: The number of irreducible representations of a finite group G over 

C is equal to the number of conjugacy classes of G.
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The proof of this theorem requires the use of more advanced group theory results 

and is therefore not included in this paper; however, Issacs provides a full proof of this 

theorem in his book [5, p. 16]. This theorem allows us to make a nice observation about 

the characters of abelian groups. For any finite abelian group G we know that Q  =  1 so 

the number of linear characters is [G : Gf] =  \G\ (by Proposition 2.7). From the previous 

theorem |Irr(G)| is the number of conjugacy classes of G. Since G is abelian, then each 

element is in its own conjugacy class and |Irr(G)| =  \G\. Thus for any abelian group 

every irreducible character is linear.

P ro p o sition  3.15: If x  ^ a C-character of a finite group G then g e  ker(%) if and 

only if x ( l )  =  x(<?).

Proof: Let T  be the representation of G affording % and suppose deg(T) =  n. If 

g G ker(x) then x(g) =  Tr(/BX„) =  deg(T(g)) =  %(1).

Now suppose g G G such that %(1) =  %((/). As argued in the proof of Proposition 3.5, 

if o(g) =  m then the n eigenvalues of T(g) are all mth roots of unity; that is, |A*| =  1 for 

alH =  1 , . . . ,  n. Since the trace of T(g) is the sum of its eigenvalues, x(d) — Tr(T(g)) — 

]C”=1 A,. But n =  Tr(/nxra) =  y (l) . So we have n — ^ ”=1 Xl and taking the absolute 

value of both sides we have n =  |n| =  | Y î=i \| <  'Y^=i 1̂ *1 =  1 =  n- This implies

that Aj =  1 for all i =  1 ,.. .  ,n. We want to show that T{g) is diagonalizable. Restrict 

the representation T to the cyclic group (g). By Maschke’s Theorem, this is a completely 

reducible representation so the matrices of T (over a suitable basis) have the form

£>i 0

D 2

0 Dk

where each Dt is an irreducible representation of (g). From the remarks following Propo­

sition 3.14 we know that every irreducible representation Dt of the cyclic (and therefore 

abelian) group (g) is linear. Since T\^(g) =  T(g), then we conclude T(g) is diagonal­

izable. So there exists an invertible matrix A G GL(n, C) such that T(g) is similar to
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A 1T(g)A. Further when diagonalizing T(g) its eigenvalues remain the same. So,

Since A* =  1 for all* =  1 , . . . ,  n then A 1T(g)A =  Inxn. Thus T(g) =  AInXnA n̂xn*

Since T(g) =  InXn then g G ker(x). 0

P roposition  3.16: Let G be a finite group with Irr(G) =  { x i , . . . ,  Xk}, let 1 < i , j  < 

k, let h% be the size of the conjugacy class Cl7 and let gt G G%. Then
k

P roof: From Theorem 3.14 we know since there are k irreducible characters of then

The First Orthogonality Relation gives us that (XnXj) =  8%J. So we have

T heorem  3.17 (Second O rthogonality R elation ): Let G be a finite group with 

irreducible characters xu  • • * let l < i^j < k7 let h% be the size of the conjugacy class 

Cl7 and let g% G Ct. Then

P roo f: Since |Irr(G)| =  k then the number of conjugacy classes of G is A: (Theorem 

3 14) Proposition 3.16 gives us

Ai 0

A~xT{g)A =

0

^ h tx M X jiS h )  =  \G\hy

G has k conjugacy classes. By the definition of inner product we have -p- Ylt=i htXt{9t)Xj(9t)

]èf Et*Li htXt(gt)Xj(9t) =  Sty It follows that Y,t=i htXi{9t)X]{9t) =  \G\5%r 0

Since % and j  are fixed then we can switch them and obtain
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which by Proposition 3.6 can be rewritten as t̂ t Ylt=i htXi{9t l)Xj{9t) — Define the\G\
following matrices A =  [alt] where alt =  Xt{g%) and B =  [btJ] where btJ =  

Then we have that

k
BA

t=1 j %3

ht
5 3  1)^ '(^ )

J IJ

=  In.

Since B  and A are square matrices such that BA =  In then AB =  In. So

K ] *3

=  AB
" k

=  y   ̂^tb tj
t=i 
k

^ X t{9 i)^ \ X t{g3 l)
.t=i 
k

, thus
j ij

5V =  X ttej1)-
t=1

Taking the conjugate of both sides of the equation yields

hi
5v =  '52xt(9t)jj^Xt(93 *)

t=1

which equals St3 =  p  E i= i h3Xt{9%) Xt(g3)• So ^  Et=i h3Xt(g3)Xt(&). Once|G|

again we can exchange i and j  and 5l3 =  5]t =  i^Y lt=i^X t(9z)Xt(9j), and we have

¥* = Ef.i xtMx,(s,). 0
The previous theorems and propositions will be useful in calculating character tables 

for groups (in particular the last three will prove to be quite useful). A character table of 

G is an m xn  matrix whose columns are indexed by the conjugacy classes of the group and 

whose rows are indexed by the irreducible C-characters of G. By Theorem 3.14 we know 

that character tables are square matrices The z, jth  entry in the table is the value of the
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ith. character on the j th conjugacy class. Proposition 3.16 and Theorem 3.17 describe the 

results when multiplying rows and columns in the character tables. Proposition 3.16 fixes 

the two characters and then multiplies the values over the different conjugacy classes. In 

Theorem 3.17 we find that the product of a column with the conjugate of another column 

is simply 0 whereas the product of a column with the conjugate of itself is \G\/h% where 

i is the ith column and therefore indexes the ¿th conjugacy classes.

3.4 Character Tables

In order to show the utility of the theorems and propositions in the previous section, we 

will consider the character tables of a few well-known groups.

First consider the group S3 . There are three conjugacy classes of S3  (namely c l { l }  =  

{ 1}  where c l { l }  is the conjugacy class with the element 1 as its representative, c l{r }  =  

{r, r2}, and cl{c } =  {c, rc, r2c}), so by Theorem 3.14 there are three irreducible characters 

of S3 . Define xu X2, and X3 as the irreducible characters of S3 , and by Theorem 3.13 

we find |S31 =  6 =  X i(l)2 +  X2'(l)2 +  X3( l )2- Since l 2 +  l 2 +  22 =  6 then x x(l)  =  1, 

X2(l)  =  1 and %3(1) =  2. Let Xi be the trivial character and since deg(yi) =  1 then the 

first row of the character table is all ones. For any symmetric group Sn, we can define 

the alternating representation,

T(g) =  <
[-1]
[l]

if g is odd 

if g is even

The corresponding character x(d) is 1 when g is even and -1 when g is odd. Note 

that this is a linear character, so let %2 be the alternating character. Since c l{r } is 

comprised of three-cycles (which are even since they can be written as the product of 

two transpositions), the value for y 2 in that column is 1. Similarly in c l{c } all elements 

are transpositions and are therefore odd; the value for %2 in that column is -1. At this
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point we can fill in the character table for S3 as follows,

-S3 c l { l } c l{r } c l{c }

Xi 1 1 1

X2 1 1 -1

X3 2

Obviously y 3 is an irreducible character of degree 2. To find its values on the conjugacy 

classes of S3 we will use the Second Orthogonality Relation. We know the product of the 

first column and the conjugate of the second is 0. Thus we have 0 =  l -  l +  l -  l +  2 - T 

where x is the entry in the 3rd row, 2nd column. So we have that x = 1  and since the 

conjugate of a real number is just itself then x =  — 1. Similarly we can find the product 

of the first column and the conjugate of the third, and we have 0 =  1 • 1 +  1 • — 1 +  2 - y 

where y is the entry in the 3rd row, 3rd column. We have that y — 0, and thus y — 0. 

So the complete character table for S3 is,

-S3 c l { l } c l { r } c l { c }

Xi 1 1 1

X2 1 1 -1

X3 2 -1 0

As another example consider the group £>4, the group of symmetries of the square. 

Define D4 as {1, r, r2, r3, v, rv, r2v, r3v} =  (r, v) where r4 =  1 =  v2, vr =  r3v, the element 

r is equivalent to a 90 degree rotation or the cycle (1234), and the element v is equivalent 

to the product of transpositions (12) (34) or a reflection over a vertical line. There are 

five conjugacy classes of D 4 , c l { l } ,  c l{r2}, c l{r }, cl{u}, and cl{rv}. This means there 

are five irreducible characters of D4 (by Theorem 3.14). In Chapter 2 we found all four 

of the linear representations of D4 (Section 2.6, p.14). So we can fill in the first four rows
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of the character table and we have,

d 4 c l { l } c l{r2} c l{r } c l{v } cl{rw}

Xi 1 1 1 1 1

X2 1 1 1 -1 -1

X3 1 1 -1 -1 1

X4

X5

1 1 -1 1 -1

To find the degree of the last irreducible character apply Theorem 3.13, and |Z>4| =  8 =  

l 2 +  l 2 +  l 2 +  l 2 +  y 5(1)2. The only possible value for Xs(l) is 2. Using the Second 

Orthogonality Relation four times, we can obtain the entire last row of the character 

table.
d 4 c l { l } c l{r2} c l{r } cl{u } cl{ru}

Xi 1 1 1 1 1

X2 1 1 1 -1 -1

X3 1 1 -1 -1 1

X4 1 1 -1 1 -1

Xs 2 -2 0 0 0

The two following character tables for A4 and S4 involve lengthy (yet easy) calculations 

so the explanations for both tables are not included. However, since the tables will be 

used in examples later in this chapter and in the following chapter on M-groups, they 

are presented below

244 c l { l } d {(12)(34)} cl{(123)} cl{(321)}

Xi 1 1 ' 1 1

X2 1 1 -l+v/3
2

-l-ivu
2

X3 1 1 - l - n /3
2

-1+*V3
2

X4 3 -1 0 0
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s 4 c l { l } cl{(12)(34)} cl{(123)} c l{(12) } cl{(1234)}

Xi 1 1 1 1 1

X2 1 1 1 -1 -1

Xs 2 2 -1 0 0

X4 3 -1 0 1 -1

X5 3 -1 0 -1 1

3.5 Induced Characters

Let T  be a C-representation with character x- If TG is the induced representation as 

defined in Chapter 2, then the trace of TG is the induced character x G- Before attempting 

to calculate the value of an induced character, we need to introduce the concept of 

extending a character and consider the following lemma. Suppose x  is a character of H 

where H < G. We can extend % to a function on the entire group G in the following 

fashion,

X(x) =  <
0 i f  x £ H 

 ̂ x (x) if x G H

In general, a function £ defined on G such that C|u — X is called an extension of x  or we 

say x  extends to (.

Lem m a 3.18: Let G be a finite group, H < G, and x  a character of H having degree 

n. If g G G and h G H then x iff^ g h ) =  x{d)-

P roof: There are two cases to consider, either h~rgh G II or not. If h~1gh G H 

then g =  hhih^1 for some hi G II, and it follows that g G II. Thus x(g) =  xifj) and 

x(h~lgh) =  x(h~1gh). We are given that y  is a character on H so by Proposition 3.1, 

x(g) =  x(g) =  xih^gh) =  x(h^gh). If hrlgh $ H, then g H. So x(g) =  0nxn and 

x(h~lgh) =  0rax„  In both cases x{h~lgh) =  x(g) 0

P roposition  3.19: If H < G ,x  is a C-character of H afforded by the representation
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T, and {x \,. . . ,  xm} is a left transversal for H m G, then
m -<

X°(x) =  '% 2x(x-1xxl) =
4=1 teG

for all x G G.

P roo f: First, recall that a left transversal for II in G is a set of left coset represen­

tatives of H  in G. Then x G(x ) =  Tr(TG(x)) =  YT=i T^H ix^xx^) =  YT=iX{xf lxxi)- 

Now consider YlteG X{t~lxt) and since for all t G G, t is in some left coset, then there 

exists exactly one xt and h G H  such that t =  xth. We have that

Thus,

0

teG
^2 x(t lxt) =  ^  1x(xih))

1=1 heH  
m

i= i  heH  
m

=  E E  x (x t 1xxt) (by Lemma 3.18)
i=l heH

1=1 \ /i€
m

=  ^ x i ? 7 'xxt)\H\
1=1

m
=  \ H \ Y ;X i^ xxf).

heH

i=i

m

teG i=i

The preceding proposition and proof describe how to calculate the induced character. 

As an example, consider the group Si with the normal subgroup H  generated by (12) (34) 

and (13)(24). Let y  be a character of degree 1 on T  given by y((12)(34)) =  [1] and 

y((13)(24)) =  [—1]. Let ip be the character on H  associated with the representation 

given by,
-1 0

1
h-4 o __1T((12)(34)) =

0 1
. T((13)(24)) =

1 0 1 h-4 i
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We will determine x G and V;G and reduce each to its irreducible components.

Since H  <3 G, then both x G and ibG are 0 when evaluated at g H. Observe that G/H 

is a group of order 6 such that G/H =  {H , (1234)H, (123)H, (12)H, (234)H, (1243)H}. 

To find the values of the induced character we need to calculate XG(q) — X^=i 9Si)

where 1, (1234), (123), (12), (234), (1243) are denoted respectively. First we

calculate y G(l)  =  deg(%G) =  \G : H] =  6. Since x G is a class function, then for all 

h G cl{(12)(34)}, x G{h) — x G((12)(34)). Observe that

Xg ((12)(34)) =  x ( l _1(12)(34)l) +  x((1234)"1(12)(34)(1234)) +

X((123)-1(12)(34)(123)) +  x ((12 )"1(12)(34)(12)) +  

x ((234)_1(12)(34)(234)) +  y((1243)-1(12)(34)(1243))

=  *((12)(34)) +  *((14)(23)) +  *((14)(23)) +

X((12)(34)) +  x ((13)(24)) +  *((13)(24))

=  1 — 1 — 1 +  1 — 1 — 1 =  —2.

And finally, for g £ H, X°(g) =  0. Similarly

</>G((12)(34)) =  2 .^ ((12)(34)) +  2-^((14)(23)) +  2 . ‘0((13)(24)) 

=  0 +  2 • ■0((14)(23)).

Using the representation T  defined above we find that

T((14)(23)) =
- 1  0 

0 - 1

and ^¿((14)(23)) =  —2. So ^ G((12)(34)) =  —4. The character ipG is defined by

i>G(g) =  0 when g ^ H,

'ip1a(g) =  —4 when g G cl{(12)(34)}, and 

-0G(1) =  deg(ipG) =  [G : H] ■ deg(V>) =  12.

To reduce ipG and x °  if would be advantageous to compare the values of ipG and x G
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over the conjugacy classes to the character table of S,\..

s 4 c l { l } d {(12 )(34)} cl{(123)} cl{(12)} cl{(1234)}

Xi 1 1 1 1 1

X2 1 1 1 -1 -1

X3 2 2 -1 0 0

X4 3 -1 0 1 -1

X5 3 -1 0 -1 1

c l { l }  cl{(12)(34)} cl{(123)} cl{(12)} cl{(1234)}

G 12 -4 0 0 0

c l { l }  cl{(12)(34)} cl{(123)} cl{(12)} cl{(1234)}

%G 6 -2 0 0 0

It’s obvious that x °  =  X4 +  Xs and that ipG =  2x 4 +  2y5.

Now consider the following proposition about the kernel of an induced character.

P roposition  3.20: Let 9 be a character of H < G. Then ker(0G) =  f\.€G(ker(0))æ.

P roof: First, we clarify the notation '(ker(0))æ which is conjugation of the kernel of 

9 by x. Recall that we can compute 9G(g) using Proposition 3.19 and

8G(g) =  r-L 5^ 0 (® -10aO
■ ‘ xeG

Now by Proposition 3.15 g G ker{9G) if and only if

9°(i) = » “ (1) = [G : H] ■ «(1) = f -  J 2  «(!)■
' ' x&G

So g £ ker(9G) if and only if ^2xeG9(l) =  Since 0(1) € N, then

Sa;eG^(l) ^ ^  which implies | 0(1) | =  XLeG ^(1)- Now taking the absolute value

of both sides of the equation we have

E*w =
xeG

£ « (d
xeG

x V )
xeG

< X) lgx  ̂-
XÇlG XÇzG
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(We obtained the last part of the inequality by Proposition 3.5 and observing if x 1gx £ 

H , then \Q(x~l gx)\ =  0 <  0(1)). Therefore, g G ker(0G) if and only if

xÇiG x(~G

We know |0(x_1gæ)| <  0(1) for all x  G G (see Proposition 3.5) so each complex number 

0{x~1gx) is either on the unit circle in the complex plane with radius 0(1) or inside of 

that circle. Since

y > ( x - V O I  =  £ 0 ( i )  =  | G M (i)
xEG xeG

then for each x £ G, |0(æ-1gix)| =  0(1) or the previous equation cannot be true.

We have \9{x~lgx)\ =  0(1) G N, and J2x&g 0(æ_15æ) =  0(1) • |G|, so 0(x~1gx) =  0(1) 

for all x G G. This is true if and only if x~lgx G ker(0) for all x  G G by Proposi­

tion 3.15. But this is true if and only if for all x G G, g G ker(0)x 1 if and only if 

g G f )a,eG(ker(0))æ. Since all of the statements are if and only if statements then we have 

shown ker(0G) =  f )æeG(ker(0))æ.

3.6 Inner Products of Induced Characters

If X is a character of a subgroup H, then the restriction of x  to H  is denoted x \h and is 

defined to be x(h) when h G H and undefined when h (f H .

Theorem  3.21 (Frobenius R ecip rocity ): If H < G , x  a character of G, and 

g is a character of H, then (g,x\h) =

P roof:

(vG,x) = - n r ^ V G{g)x{g)
^  g€G
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— r V  V ' / / ( i  1g t)x (t-1gt) by Proposition 3.1

Since for a fixed t G G, as g runs through all elements of G, so does t 1gt1 it follows that

iG p lE t e c E g e G ^  V ) x ( i ~ V )  =  J^H\J2t€G^2xeGKx )x{x). Thus,

Since fi(x) — 0 when x II then

=  (/b x lh)-

We have shown (p , x \h) =  (tG,x )- 0

C orollary  3 .2 2 : Let H < G, let x  be a character of G, and let p be a character of

P ro o f: The multiplicity of x  in 9°  is (TGtX)i and the multiplicity of p in x \h is 

(x|h ,p )- Since the multiplicity is simply a natural number, {x \h , p) — (x \h , p)- In Sec­

tion 3.3 we discussed that the inner product is symmetric so (xlh ,p ) =  (p, x\i-i)- By the 

Frobenius Reciprocity, (pG,x) =  {t ,x \h ) =  {x \h ,p )- 0

T h e o re m  3 .2 3  (T ran sitiv ity  o f  In d u ctio n ): If K  <  H  < G  and x ls a character 

o fK . Then (xH)G =  XG ■

P ro o f: Define p — x H and so (xH)G =  ■ Observe that xG(x) =  E aeg x{9 lxQ)

Now consider

H. Then the multiplicity of x  m hG is equal to the multiplicity of p in x \h -

(XH)G(x) =  <pG(x)
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If t 1xt G H  then x H(t 1 xt) =  x Hif lxt) and 0 otherwise. Now we will use the definition 

for the induced character x H and have two dots in the summation.

Recall that the inside dot means x(v 1(t 1xl)v) has a nonzero value only if v 1(t lxt)v G

K. Since K  < H  when v 1 (/ 1xt)v G K, then t 1 xt G H, and so the outside dot is 

unnecessary. Thus,

Since right multiplication is a permutation of a group, then for each v G H, {t  • v\t G 

G} =  G. So it follows that

As an application of the Probenius Reciprocity, consider the following corollary.

C orollary 3.24: If A < G, A is abelian and x  € Irr(G) then x ( l )  <  [G : A].

P roof: If we restrict x  to A then we can write x \a as a linear combination of irre­

ducible, linear characters of A by Proposition 3.8 and the remarks following Theorem 

3.14. Let (p be an irreducible character of A such that the multiplicity of ip in x\a is 

positive By Corollary 3.22, (xU,<^) =  (pG,x ) > 0. We can also write <pG as a linear 

combination of irreducible characters of G. So if Irr(G) =  {^ l*  =  1 , . . . ,  m} then pG =  

^  Corollary 3.11. Specifically, x =  V’i for some j  — 1,. , rn. Hence,

1̂ 1

1

=  XG(x).

Therefore we have shown that (XH)G — XG and induction is transitive. <0
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¥>G(1) =  E H i(^ G» ^ ) ^ ( 1) >  (iPG,x )x ( !)• Since (<£G,x )x ( l )  <  <pG( 1) and (</?G,x ) >  0 

then x ( l )  <  (pG( 1). Hence x ( l )  <  <̂G(1) — {G:u4] • deg(< )̂ =  [G : A] ■ 1 =  [G : A] (this 

is because A is abelian and thus all irreducible characters are linear). <C>

3.7 Mackey’s Theorem

Let H < G and suppose T is a C-representation of H  with character x- The nonstan­

dard notation xh for x  G G and h £ H  is defined to equal xhx 1 for the remainder 

of the text. For x £ G define the map Tx on the set H  such that Tx{h) =  T(xh) =  

T{xhx~1) for all h £ H. This map is defined since H < G and thus xhx" 1 £ H. 

Since Tx(hj) =  T(x(hj)) =  T{xhjx~1) =  T (xh x-1xjx~1) =  =

T(xh)T(xj ) =  Tx(h)Tx(j) then Tx preserves multiplication. Also Tx(h) is invertible since 

Tx(h) =  T{xhx~1) and T(xhx~v) is invertible. Therefore Tx is a representation called the 

conjugate representation of T. The character of Tx(h) is denoted xx(h) and is called the 

conjugate character. Observe that x x{h) =  Tr(Tx(h)) =  Ti-(T(xhx"1)) — xi^hx"1) =  

X(xh) so we can now calculate xx using what we know about the character x- Further, 

conjugation of characters behaves in a ” multiplicative” fashion just as we would desire as 

evidenced by the following calculation, Xxz(h) =  x (xzhz~1x~1) — Xx(zhz~1) — (xx)z(h) 

for all x ,z  G G.

P roposition  3.25: If x,<P are characters of H < G and x  G G then,

(xx,vx) = (xM-

P roof:

(X*,^> =  A  £  * * ( W ‘ )' ' heH
=  ]Jn 'ï2 x (x h x -1)(p(xh-1x - 1)

' ' heH

' ' heH
=  (x,<p)-
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❖

One important inference we draw from this proposition is if x  is an irreducible char­

acter of a normal subgroup H, then %x is also irreducible on H.

We can broaden this definition of conjugate characters with some slight modifications 

so that the subgroup H  does not have to be normal. If H < G and T  is a C-representation 

of G, then define Tx on Hx such that Tx{hx) =  T{h) for all h E II. Since Tx is defined 

in terms of T, then the given matrix is clearly invertible. Also, Tx((hj)x) =  T(hj) =  

T(h)T (j) =  Tx(hx)T (jx) for all h ,j E H. Tx is, in fact, a representation of G. If x  

is the character associated with T, then xx is the character associated with Tx where 

Xx(hx) =  Tr(Tx(hx)) =  Tr(T(h)) =

The following are called the Mackey Theorems and deal with calculating the inner 

product of induced characters using conjugate characters. First recall that the double 

coset o f K  and H  containing g is defined as the subset KgH =  {kgh\k E K, h E H}. 

Note that a E KgH  if and only if a =  kgh for some k E K  and h E H. Further let 

{<?i, ■ • • ,9s} be a set of double coset representatives of K  and H. Then G is the disjoint 

union of double cosets; that is, G =  (J*=1 KgtH. The set {g i , . . . ,  gs} is also called a K,H 

transversal.

Throughout the remainder of this section we will use the following notation. Suppose 

K ,H  < G and let X\, . . . , xs be a set of K  and H  double coset representatives in G with 

x\ =  1. For each i set =  K Xt =  x~1K x% and H% =  fi H. If X is a character of K

then define Xi 35 a character of such that Xi =  XXx-

P roposition  3.26: Let {h%i, h^ , . . . ,  hiSz} be a set of right coset representatives for 

Hz m H . Then K xzH is the disjoint union K xlhl\ U K xthl2 U • • • U K xthlSt.

P roo f: First let g E K xtH, and we will show g E (J'^j KxJxj. Let g =  k\Xthi 

where k\ E K  and hi E H. Since hi E H , then there exists ht} where 1 <  j  < st 

such that hi E Hthl3 (since H =  (Jfc=i Hlhlk). This means hi(hl3)~l E Hu and since 

Hi =  K Xt fl H then E K x%. We have that hi E {x^K xfjh^, and g =  kiXzhi =
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kixt(x~1k2xlhv ) where k2 is an element in K. So g — k\k2X%htj G K x th%J. This proves 

that K xtH  C K xthti U • • • U K xthls%.

Since the reverse inclusion is trivial, altogether K x%H =  UjLi K xthtJ.

Finally we will prove the union is disjoint. Suppose K xrh%m fl K xthin ^  0 for some 

m,n G So let g =  k\Xthim and g — k2xthm where hm and him are right

coset representatives of //, in H  and k\. k2 G K. This means that x f 1 g =  x~ 1 k]X,hnn =  

x~lk2xthin. Thus x~xg G K Xlhm and x~lg G K x*hm. Since K x%him and K Xthm are two 

right cosets of K x% with one element in common, then K x%him =  K Xthm. This means 

n =  m, and we are done. <0

A direct consequence of the proposition above is that since {aq ,. . .  ,x s} is a set of 

double coset representatives for K  and H  in G and { h, i , . . . ,  hlKi}  is a set of coset rep­

resentatives for //, in / / .  then jl < i < s and 1 <  j  <  .s,} is a. set of right coset

representatives for K  in G.

Theorem  3.27: Let {x\ ,.. . ,x s} be a set of K  and H double coset representatives m 

G. I fx  is a character of K  then (xG)\h =  E*=i(x*lhJ h ■ Recall that x% is the character 

Xx% defined on the set K x%.

P roof: Let y G H and consider XG\h {v)- Since {x thi:i\\ < i < s  and 1 <  j  <  s*} is a 

set of right coset representatives for K  in G then x G \n(y) =  E ,= i E j5,=i x(x lKJyhlJ1xl v) 

where x(a) =  x{°)  if cl £ K  and 0 otherwise. Observe that
S Si S Si

=  ^ ' 5 2 x ( x'(ht3vKj-))
i = l  j = l  i = l  j = l

since xh =  xhx~r. If x'{ht]yh~^) G K  then hl3yhf^ G K x\ Moreover, if Xt(htJyh~^) ^ K  

then hv yh~l £ K x\ It follows that X^fKpyh^1)) — (xXt)(hl3yh~l) (Remember that x Xl 

is defined on K Xt and % is defined on i f ) .  Thus,

%=1 3=1 i = l  3=1

=  J2 Y ^ (^ )(K Jyh -1)
i = l  3=1
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using the notation in the statement of the theorem. Note that (Xi)(a) =  Xi(.a) if «  G K Xt 

and 0 otherwise. Now if hnyh~  ̂ € K Xz then since y E II we know that h^yh^ 1 E H. 

Hence ht3yhf^ E H C\KXt =  H%. Further if hl3yhf^ ^ K Xt then hl3yh~  ̂ ^ I f .  So we have 

(Xi){h%3yhfl) =  (Xi\h) (Kjyh^1). The dot in the right hand side of the previous equation 

is to the right of the expression ( I /t ) because of the awkwardness of the notation of 

having a dot above. Thus

{xG\ii)(y) = ¿¿(xOfavi/M1) = ¿ ¿ (x * k ) ( K v K j1)-
i—l 3=1 =̂l 3=1

Note that by the definition of induced character,

(x.| Ht)H{y) = ¿(x*k) (htjVKj1)
3= i

and substituting this into

(xGk)(y) - ¿ ¿ (x ,k )  (K jyh -1)
1=1 3=1

yields

(xGl h )(v) = 5Z(x»k )H(y)-
i= l

0

Theorem  3.28 (M ackey): If y  is a character of H and ip is a character of K, then

(xG,V,G) =  £ < x k , k k ) -
*=1

P roof: By the Frobenius Reciprocity, (yG, V>G) =  (x, ('4>G)\h)- By the previous theo­

rem, (ipG)\h =  X k ^ k k ^  where {x y ,. . . ,  xs} are a set of double coset representatives 

of K  and H. It follows that

<x,kG)k> = / ^ ¿ (k k )H\ ^¿(x^kk)^)-
\ «=1 /  *=i

Restrict x  to and apply the Frobenius Reciprocity again to obtain (y, (f\\n.l)H) —

(xk>V’.k)- Hence

X ](x > (^ ik )H) =  y ~ l ( x k > k k )
1=1 1=1
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Therefore we have shown (xG,^ G) =  HI=\{x \h^A\h,)■ <0

P ro p o sition  3.29: Let H < G with X € Irr(H) such that X is linear and ker(A) =  M. 

Then

(AG,A0) =  < (V )°,(A *)‘!>.

P ro o f: Using the definition of inner product we have

<(A*)G,(A ')G) = ¿7  £ (A * )° M (V F W
' ' g€G

¿ E  ( ¿ E ^ ) r V ) ^ E ( ^ ) ^ 1̂ ))
1 1 geG  V  ‘ teG  ' * teG /

= ¿1 E  (w \ E  H x t-'g tx -1) ^ -  H x t-'g tx -1) )
' ' geG v '-teG ' * teG  /

E ( i m E  y  K i t x - ^ g i t x - 1))
g < = G \'n ' t € G  ' ' teG  jW\

Since x  G G is fixed then as t runs over all of G, tx 1 does as well. Therefore, 

< ( A W >  "

|G|

=  ( A ° ,A ° ) .

E XG(9)XG(9)
g€G 

i G \G\

0

This proposition shows us if XG 6 Irr(G), then (XX)G £ Irr(G) as well.



CHAPTER 4

M-GROUPS AND 

MISCELLANEOUS 

BACKGROUND MATERIAL

4.1 Introduction to M-groups

An M-group is defined as follows. Let % be a character of a group G. Then x  is monomial 

if % =  AG, where A is a linear character of some subgroup (not necessarily proper) of G. 

The group G is an M-group if every x  G Irr(G) is monomial, that is, every irreducible 

character of G is induced from a linear character of some subgroup of G.

From Isaacs5 book on group characters, we learn that every nilpotent group is an 

M-group [5, p.83], and also that every M-group is solvable (this proof will follow later). 

We also know that every finite p-group is nilpotent so it follows that every finite p-group 

is also an M-group [4, p.105]. Another well-known example of an M-group is abelian 

groups since every abelian group is nilpotent.

Before proving some of these results about M-groups, we will consider a few exam­

ples of M-groups. Since M-groups have irreducible characters that are induced from 

subgroups of the group, it will be helpful to have the character tables for some well- 

known groups at hand. The character tables for S3 and D4 are originally found on pages 

35 and 36 of this thesis. Since Z3 and Z4 are cyclic, their character tables are easy to

49
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calculate and were found using Proposition 2.2. The Klein-4 group’s character table was 

motivated by the discussion in the middle of page 14. Additionally, the reader can refer 

to [3, p.150, 152] to find the character tables for A* and S±.

s 3 C l { l } cl{(123)} cl{(23)}

Xi 1 1 1

X2 1 1 - 1

X 3 2 - 1 0

£>4 c l { l } cl{(13)(24)} cl{(1234)} cl{(12)(34)} d {(2 4 )}

Xi 1 1 1 1 1

X2 1 1 1 -1 -1

X3 1 1 -1 -1 1

X4 1 1 -1 1 -1

X5 2 -2 0 0 0

A4 C l{l} cl{(12)(34)} cl{(123)} cl{(321)}

Xi 1 1 1 1

X2 1 1 - l + l V 3
2

- 1 - 1V 3
2

X3 1 1 - l - n / 3
2

-l+2\/3
2

X4 3 -1 0 0

4̂ c l { l } cl{(12)(34)} cl{(123)} d { ( 12)} d{(1234)}

Xi 1 1 1 1 1

X2 1 1 1 -1 -1

X3 2 2 -1 0 0

X4 3 -1 0 1 -1

X5 3 -1 0 -1 1
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Z4 C l{l} cl{(1234)} cl{(13)(24)} cl{(4321)}

Xi 1 1 1 1

X2 1 -1 1 -1

X3 1 i -1 —i

X4 1 —i -1 i

K c l { l } cl{(12)(34)} cl{(13)(24)} cl{(14)(23)}

Xi 1 1 1 1

X2 1 -1 1 -1

X3 1 -1 -1 1

X4 1 1 -1 -1

Z 3 c l { l } cl{(123)} cl{(321)}

Xi 1 1 1

X2 1 -l+ty/3
2

—l—iy/3
2

X3 1 -l~iVS
2

- 1+ty/S
2

Proposition 4.1: The group S4 is an M-group.

Proof: To prove S4 is an M-group we must show that each of the irreducible 

characters is monomial. Write G — S4 and since xi and %2 are linear then they are 

monomial. Is monomial? We know A 4 < S4 such that [S4 : A 4] =  2 and from 

the character table of A 4 we know y 2 € Irr(Ai) is linear. Define ip =  y 2 6 Irr(Ai) 

and we will calculate the induced character ipG. First we see S4/A 4 =  {A 4, (1234)A 4}  

so T =  {1, (1234)} is a left transversal for A 4 in 54. Using Proposition 3 19 we find 

ipG(x) =  ^ ( l^ x l )  +  ■0((4321)a;(1234)) for all x E G. Calculating ipG on the conjugacy 

classes of £4 yields

iPG(l) =  2ip(l) =  2,
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0 G((12)(34)) =  20((12)(34)) =  2,

0 G((123)) =  0((123)) +0((234)) =  ^  ~ <V5 = -1 ,

'0g((12)) =  ^((12)) +  ^((23)) = 0, and 

■0g((1234)) = 20((1234)) =  0.

Writing the values of ipG in a table allows us to compare the values of ipG over the 

conjugacy classes.

c l { l }  cl{(12)(34)} cl{(123)} cl{(12)}, cl{(1234)}

2 2 - 1 0  0

Thus (//' =  X3 and y3 is a monomial character of S4.

In the same fashion we need to show that X4 £ Irr(S4) is also monomial. Consider the 

dihedral group D4, and referring to its character table define <p as the linear character 

Xz e  Irr(Z?4). Note that S4/D4 =  {D 4, (123)D4, (321 )D4}  so T  =  {1, (123), (321)} is a 

left transversal for D4 in S4. By Proposition 3.19 we can calculate <pG{x) =  y (l Tz'l) +  

0((321)æ(123)) +  0((123)æ(321)). Since characters are constant on conjugacy classes we 

only need five calculations.

^G(l)  =  30(1) =  3,

^g((12)(34)) =  0((12)(34)) +  0((14)(23)) +  0((13)(24)) =  - 1 - 1  +  1 =  -1 ,  

^G((123)) =  30((123)) =  O,

=  0((12)) +  0((23)) +  +((13)) =  0 +  0 +  1 =  1, and 

+G((1234)) =  0((1234)) +  0((1423)) +  0((1243)) =  - 1  +  O +  O =  -1 .

Hence the values of +G over the conjugacy classes are

c l { l }  cl{(12)(34)} cl{(123)} cl{(12)} cl{(1234)}

3 - 1  0 1 - 1

Comparing this to X-i in the character table of S4 shows that +G =  X4, and since <p is 

linear then X4 is monomial. Similarly if we define 9 as the linear character y2 in the 

character table of D4, then we find that 9° =  x 5 £ Irr(S'4). Therefore, every irreducible
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character of S4 is monomial so S4 is an A/-group. 0

Using the same idea, we can show that A4 is an M-group since its only non-linear 

irreducible character is induced from the linear character Xs in the character table for 

K. Additionally, D4 is an M-group because its irreducible character of degree two is 

induced from the linear character Xm in the character table for Z4. Finally, S3 is also an 

M-group with its irreducible character of degree two induced from either of the nontrivial 

characters on the group Z 3.

4.2 Solvable Groups and M -Groups

After looking at some familiar examples of M-groups, now we will look at some general 

results on M-groups. Earlier in this chapter we stated that every M-group was solvable. 

A group is solvable if there exists a finite collection of normal subgroups 1 =  Go <  G\ <

.. .  < Gn — G such that Gt+i/Gl is abelian for 0 < i < n. We can also describe solvability 

in terms of the derived subgroups where we have G — G ^  >  G ^  > .. . > GG~l) >  Ĝ n\ 

This series of groups is called the derived, series of G. If G is solvable then the smallest 

integer such that G ^  =  1 is called the derived length of G, dl(G).

As an example, consider the group S4. We will show that S4 is solvable and find its 

the derived length. Since A* is of index two in S4 it is normal, but is A4 =  S4? Note 

that S4/A4 is isomorphic to Z2 so it is abelian and S'4 <  A4 by Theorem 2.5. Suppose 

¿>4 =  H  7̂  A4 where H <1 S'4 and H < A4 Considering only the group A4, we see that it 

has four subgroups of order 3 generated by the three-cycles (for example, ((123))) and one 

subgroup of order 4 generated by 2 two-cycles (((12)(34), (13)(24))). If H is a subgroup 

generated by one of the three-cycles then H  is not normal in S'4 since (123)^14̂ 23̂ — 

(243) ^ ((123)). Thus H  cannot possibly be one of the subgroups of order 3. If AT == 1 

then S4/H is abelian which implies that S4 is abelian. Since this is not true, H ^  1. Now 

if i f  < ((12)(34), (13)(24)) then consider a four-cycle and a three-cycle (abed) and (abc) 

and their commutator [(abed), (abc)] =  (abed)(abc)(dcba)(cba) =  (a)(bdc) ^ i f  (since no 

three-cycles are in H). We have found an element that is obviously in the commutator
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subgroup of S4 which is not in H. We conclude then that A4 =  S4.

Now we need to find A '4 =  S42\ Let H =  A4. We have already explored some of the 

subgroup structure of A4. By Lagrange, |H | =  1, 2,3 ,4 or 6. Observe that no subgroup 

generated by a three-cycle is normal in A4 since {abc-)Ab)(cd) =  (adb) ^ ((abc)). Thus 

A'a ^  {(abc)}. If II =  { 1}  then A4/H — A4 and A4 is abelian. Since this is not true then 

A'a ^  { 1}. We now know that A4 has order 2 or 4 or 6.

Note that K  <  A4 since each element in the Klein-4 group has a decomposition into 

two transpositions. Moreover, \A4/K\ — 3 so A4/K is abelian and A4 <  K. So \A!4\ =  2 

or 4. Since no subgroup of A4 of order two is normal in A4 then A '4 cannot possibly be of 

order two. Let H  =  ((ab)(cd), (ac)(bd)), and because there is only one subgroup of order 

4 in A4, then H  is normal in A4. Thus A!4 =  II =  ((ab)(cd), (ac)(bd)).

Now we must find Sf\  Since =  A4 is of order 4 with two generators, then 

S®  =  K  (the Klein-4 group). We know that K  is abelian; therefore,  ̂ =  { 1} , and 

1 — < S4 <  S4 where S4 — A4, and =  ((ab)(cd), (ac)(bd)). It follows that

S4 is solvable and dl(5'4) =  3.

Theorem  4.2: Let G be an M-group and let 1 =  f\ < f 2 <■ ■ ■ <  fk be the dis­

tinct degrees of the irreducible characters of G. Let x  G Irr(G) with y ( l )  =  f\. Then 

G® <  ker(y).

P ro o f by Induction: For the base case let i — 1 so % € Irr(G') such that y ( l )  =  

fi  =  1. We want to show that G' <  ker(y). Since %(1) =  1 then % is linear. For g,h G G 

we have x(\d,h]) =  =  x(9~1)x(h~1)x(g)x(h) =  x(9^1)x(g)x(h~1)x(h) =  1

which shows that G' <  ker(y) as wanted

Let i > 1. By the inductive hypothesis for j  < i, if %(1) =  f 3 then G '*-1-1 <  G ^  < 

ker(x).

Let x  G Irr(G) and since x  is monomial and i >  1 then there exists H < G (a proper 

subgroup) and a linear character A G Irr(H) such that XG — %. Denote 1g as the trivial 

character on G and 1#  as the trivial character on H. By the Frobenius Reciprocity
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(Theorem 3.21)

( 1  h , 1 g\h) =  ( ( l i r ) G , 1 g ) -

Since 1g\h =  1 h and 1# G Irr(G) then

1 =  ( 1  h , 1 h) —  ( ( l i r ) G , 1 g ) -

If ( 1  h)g €  Irr(G) then lg  =  ( 1 # ) G  which means 1 g ( 1 )  =  (lff)G(l), or 1 =  [G : i f ] .  Since 

H  is a proper subgroup of G this is impossible. Thus (1 h)g $ Irr(G). By Corollaries 3.8 

and 3.11
n

(1 h )G =  where Irr(G) =  {ipu .. .  ,ifn}  and a3 =  {{lH)G,^3).
3=1

Since (1#)G is not irreducible, we have a3 > 2 for some j  or at least two of the a3 are 

greater than 0. This implies that deg(ip3) <  deg((l# )G) for all j  =  1, . . .  ,n  with a3 ^  0. 

By relabeling the ip3 we may assume that ipi,... for m < n are the constituents of 

(1h)g. Then we know that (1//)G =  EJli aj'tPj where a3 >  0. So for all j  =  1, . . . ,  m

iM  1) <  ( l f f ) ° ( l )  =  [G : H] =  A ° ( l )  =  x ( l )  =  Sr

By the inductive hypothesis G^-1  ̂ <  ker(^j) for j  =  1 ,... ,m. For all g G G^-1) we 

have ip3(g) =  ^ ( 1 )  for all j  =  by Proposition 3.15. But for all g G G^-1\

we have { lH)G(g) =  E ^ = =  ( ! h )g (1)- Thus 9 € ker((lif)G), 

again by Proposition 3.15. It follows that G^~^ <  ker((l# )G). By Proposition 3.20, 

ker((l#)G) =  But ker(!ii)  =  H so G(l_1) <  ( \ eG Hx < H  (by taking

x =  1). It follows that (G ^ -b )' <  H' and because G(t) =  (G ^ b ) ',  then Gw <  H'. 

Since A G Irr(/7) and A is linear, then A is a homomorphism into the abelian group C x . 

It follows that H' <  ker(A) by Corollary 2.6. Thus G ^  <  ker(A). Observe that G'0 is 

normal in G so (G ^)x < (ker(A))x for all x G G implies G ^  < p|xgG(ker(A))x =  ker(AG) 

by Proposition 3.20. Recall that AG =  % so G,(b  <  ker(y). <)

Corollary 4.3: If G is an M-group, then G is solvable.

P roof: Let G be an M-group and x  £ Irr(G) such that y( l )  — /,. Then by Theorem 

4.2, G^) < ker(y). Since this is true for all irreducible characters,

G(fc) <  Gw <  ker(y) for alH =  1,2, . . ,  k
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where k =  [Irr(G)|. Hence <  n,/,eirr(G) ker(^). Let g G ker(^) such that g /  1 and 

y: G Irr(G). In the proof of Theorem 3.13 we show for the character p afforded by the 

right regular representation, that the multiplicity of each irreducible character of G in p 

is simply the degree of that character. In other words, (p,ip) =  ^(1). So by Corollary 

3.11 we can express p as

P( 9) = Y  {pA ) ^ { 9 ) =  Y
€̂lrr(6r) €̂lrr(G)

Recall that in Section 3.1 we showed that p has a value of 0 for all non-identity elements 

so if g ^  1 then

0 =  p(g) =  Y  ^(1)^(9)-
V’Glrr(G)

But since g G ker(-0) for all -0 € Irr(G) then ip(g) =  ip(l) (see Proposition 3.15). Hence

o= £  (m )2
V>€lrr(G)

which implies ^ (l)  =  0 for all i/j G Irr(G). This cannot happen so the assumption that 

g ^  1 is incorrect. Thus for g G ker('0), g =  1 and G ®  <  D^eirr(G) ker(L’) <  1. Hence 

G(fc) =  1, and G is solvable with dl(G) <  k. <0

One might think that all solvable groups are M-groups, but that is simply not true. 

A counterexample is the group SL(2,3) which is solvable but not an M-group [5, p.67].

4.3 Miscellaneous Background Material

The goal of this thesis is to explain Alan Parks’ characterization of M-groups in purely 

group-theoretic terms, not in terms of characters as was done above. In order to discuss 

this new definition of M-groups, we need to review some basic facts of group theory, 

Galois theory, and field theory. The following theorems and propositions are results we 

will need in the next chapter when explaining Parks’ article.

Recall the following basic results from field and Galois theory presented without for­

mal proof
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Result 1: Let Q =  Gal(C/Q) =  {a  G Aut(C)|cr(a;) =  x for all x G Q }, a G Gal(C/Q), 

fix) =  Ŷ iLo be a polynomial in Q[X] (meaning the coefficients at G Q), and a be a 

root of f{x). Then 0 =  [ /(a )]CT =  (t{YH= o a*a ‘ ) =  T^=oa(a )̂ ’ a (ai) =  E l i o 0* ' a(a%) =  

Xir=oa* ' (a(a)Y — f ia<T)- This means that a permutes the roots of f(x) [4, p.277], 

or more generally each automorphism a G Q =  Gal(C/Q) permutes all the roots of a 

polynomial in Q[X],

Result 2: If we define fl — {a  G C | f {a)  =  0} and assume /  ^  0 is an irreducible 

polynomial in Q[X], then the action of the Galois group over C is transitive on Q [4, 

p.277]. Recall that a nonconstant polynomial in Q[X] is irreducible over Q if it cannot 

be expressed as the product of two polynomials in Q[X] both of lower degree than the 

given polynomial. Now because the action is transitive we know if cui, (¿>2 G fl then there 

exists a E Q such that o-(a>i) =  u;2.

Result 3: Define the nth cyclotomic polynomial as $ re(a:) =  flc(x — e) where e runs 

over the primitive complex roots of unity. Further, the set of the nth roots of unity is 

{e l^Y | k =  0 , . . . ,  n — 1}. Since eld =  sin(9 +  ¿cos# then for every value of 9, e10 is a 

complex number on the unit circle in the complex plane. The values of e10 that when 

raised to some power yield one, are the roots of unity. For e to be a primitive nth root 

of unity, em ^  1 for 1 <  m < n. Isaacs book on group theory states several important 

results about the cyclotomic polynomial in chapter 20 [4]:

1. The nth cyclotomic polynomial has integer coefficients [4, p.309],

2. The set of nth roots of unity form a cyclic group under multiplication [4, p.307],

3. For a prime p, the pth cyclotomic polynomial $P{x) — He(x — e) =  =  xp~x +

xp~2 +  --- +  x +  1 [4, p.309],

4. The number of primitive nth roots of unity is fin ) which is Euler’s function [4, p.308], 

and

5. The nth cyclotomic polynomial is irreducible in Q[X] for all integers n >  l[4,p.311]. 

This last statement is the most important because when the nth cyclotomic polyno­

mial is irreducible m Q[X], then for every pair of roots of the polynomial $n(%) there is 

an automorphism in Q =  GaI(C/Q) that carries one root to the other root (because of 

the transitivity discussed in Result 2).
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Before using this information to prove the following proposition some new nota­

tion needs to be introduced and explained. If /  is a function, /  : G — ► F  where G 

is a group, F  is a field, and a G Aut(F), then we write f a =  a o f .  Equivalently,

/%) = = <r(f(g)).

P roposition  4.4: Let f  and h be injective functions defined on a finite, cyclic group 

G into C x; that is,

f  : G — > C x and h : G ^ C x.

Then there exists a G Q =  Gal(C/Q) such that f a =  h.

P roof: G is cyclic so suppose (g) — G and let G \ =  a. In order to find the au­

tomorphism a that will map /  to h we need to know how the functions behave. Since 

both functions are defined on a cyclic group, then the assignment of the generator, 

g, completely determines all other values of the function. Let f(g) =  e*2?  =  fix for 

some k G { 0 ,1 , . . . ,  a — 1} where gcd(k, a) =  1. Likewise h{g) =  e*22?" =  /?2 for some 

k! G { 0 ,1 , . . . ,  a — 1} where gcd(k',a) =  1. Note that both (3\ and /?2 are primitive 

roots of unity, and therefore roots of the ath cyclotomie polynomial which is irreducible 

in Q[X], From Galois theory we know that since the action of Q on the primitive 

ath roots of unity is transitive, then there exists a G G such that cr(/51) =  fi2- So 

f a(g) =  a(f(g)) =  cr(/31) =  /?2 =  h(g)- Since f a and h agree on their generator g, then 

f a(gn) =  h(gn) where n G {0,1, . . ,  a — 1}. We have shown there exists a G Q such that

r  =  h . o

P roposition  4.5: I f f & Q  and is a character of H < G, then

P roof: We will simply apply the definition of an induced character and use the fact 

that automorphisms of a field preserve multiplication and addition.

O  G)Hg) =  { £ ° v G)(g)

=  & G(g))

/
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=  P l g i ( v ( t " V ) )

t€Cz

= isiD ^V)

= MS(̂ )(rV)
=  (v^)G(g) for all g e G .

0

P roposition  4.6: If \ is a linear character of H < G such that ker(A) =  M, then 

ker(Aa:) =  M x.

P roof: Let g G ker(Aa:), then Ax(g) =  1 which implies \(xgx~l) =  1. Hence xgx~x G 

ker(A) =  M. It follows that g G x~1Mx, or g G Mx. Similarly if we let g G M x, then 

g =  x _1mx where m G M. Then \x(g) =  AX(x~1mx) =  A(x(x~1mx)x~1)) — A(m) =  1 

since M  is the kernel of A. Thus Ax(g) =  1 and g G ker(Aa:); therefore, M x =  ker(Ax). <0

4.4 The Schur Index

The last critical piece of background information is the Schur index. Before we can 

begin to discuss the Schur index, we must understand some of the ideas behind the 

concept. The following discussion and two propositions will provide the framework for 

understanding the Schur index.

Suppose F  and K  are fields such that F  C  K  and K  is a finite extension of F. So 

let [K : F] =  n and this implies the basis for K  as a vector space over F  has n vectors. 

Define {&i, . . . ,  bn}  as that basis. Let a G K  and a =  Y^=i / A  where f t G F  since every 

element in K  can be written as a linear combination of vectors in the basis Let a be an 

F-linear transformation of K  into K  such that a(b) =  ab for all b G K.  Observe that this
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is, in fact, an F-linear transformation since a(f-b) — f  -d(b) and a(b+c ) =  a(b) +  a(c) for 

every /  G F  and b,c G K. Every linear transformation of K  is completely determined by 

where it sends the basis vectors. We know a(b) G K  so suppose a(bi) =  Y^=i /*i&t where 

f ti G F  for all i. Similarly 5,(62) =  lf&bt, and we continue in this fashion so that 

a(bn) =  1 fmbf We can form the matrix associated with the linear transformation a

and denote it as a where
f l l  fl2 ■ ■ ■ f in

/2 I  /22  • • • /2ra

fnl fn2 fn

Now define the function Trk/f ■ K  — > F  such that Trk/f (o)  =  Tr(a) =  Tr(a) =  

]C”=1 /** £ F. Let x G F, so x(b) =  xb for all b G K,  and x(bi) =  x ■ b\ =  Ŷ %=i /*i^- 

Observe that Q =  (fn — x)bi +  /2162 +  . . .  +  f n\bn- Since { 61, . . .  bn}  is a basis, then the 

vectors are linearly independent. Hence j\\ — 0 for all 1 >  2 and (fn  — x) =  0. This 

implies fn  =  x. Similarly x(b2) =  x-b2 =  fak,  and 0 =  f i2 +  ( f22 - x)b2 + . . .  f n2bn.

Once again / 12, fz2, ■ • •, f n2 — 0 and (f22 — x) =  0; it follows that f 22 — x. In the 

same manner we find that / , ? =  x  when i =  j  and f t3 =  0 when i ^  j.  The matrix 

representation of this linear transformation is,

x  0 . . .  0 

0 x . . .  0

0 0 . . .  x

Since there are n vectors in the basis, x  is an n xn  matrix . Hence Tr(rr) =  n-x — [K  : F]-x 

since [K : F) =  n. So if x G F  then Trk/f (x) — Tr(x) =  [K : F] ■ x.

P roposition  4.7: Suppose F  and K  are fields such that F  C K  C C, [K : F] is 

finite and that T is a K-representation of G with character x  and degree k. Then there 

exists an F-representation of G, denoted T' with associated character x! =  TrK/F o X-

P roof: Choose a basis of K  over F, say { 61, . . . , bn} where [K • F] =  n. Define 

T(g) =  [ttj(g)] where ttJ(g) G K. Now define T'(g) as the matrix which has a submatrix
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inserted into each position [ t ,3(//)]. Replace each entry t t J ( g )  with the matrix associated 

with the linear transformation t V J ( g ) .  Using t t J ( g )  we can determine where the basis vec­

tors of K  are mapped, and thereby find t Z J ( g ) .  Clearly T '  is an /'’-representation because 

each entry in t %3 is an element of F .  Further x ' i d )  =  Tr(T ' ( g ) )  =  Yli=i T r ( (.<7)]) =  

X^=i ^ K / F i t n i g ) )  — Ti'k/f St=i G { (j )  — ^ K / F ( x ( g ) )  — (TrK /f  °  x ) ( g ) -  0

We can now state and sketch the proof of the key proposition which gives rise to the 

Schur index.

Proposition 4.8: If F  C  C and x  G Irr(G) then there exists m  >  0 ,  m  &  N such 

that mx is an F(x)~character.

Proof: First note that F(x)  is an extension of the field F  where all values of % are 

adjoined to F. By basic results from field theory it can be shown that there exists a finite 

extension K  of the field F(x)  of which % is a /^-character. So the representation T — [tv ] 

affording the irreducible character x  might only have entries from F(x) but not necessar­

ily - it could have entries from K. By Proposition 4.7 there exists an F (y^representation 

of G with associated character x' =  TYk/f (x) 0 X■ Take the iC-representation and each 

entry in the matrix is replaced with the matrix tn {x). Pick m =  [K : F(x)] and since 

x{x)  € F{x)  f°r all x E G (meaning the character has values all in F(x))  then

Xr(x) =  (Trk /f (x ) 0 X)(x) =  TrK/F{x)(x(x)) =  [K : F(X)} ■ x i?) =  mx{x) 

for all x E G. So there exists m E N such that =  x! is indeed an F(y)-character. <0

We call the smallest such m  the Schur index of % relative to F  and we write m F ( x ) -  

So m F ( x )  is the least positive integer m  for which m x  is an F(y)-character. Observe 

that if a  E  Gal[ F ( x ) / F )  that the Schur index for x a  is simply the Schur index for x  as 

can easily be checked.



CHAPTER 5

A GROUP-THEORETIC 

CHARACTERIZATION OF 

M-GROUPS

5.1 Good Pairs and Induced Characters

Recall from Chapter 4 that an M-group is a group where every irreducible character 

is induced from a linear character of some subgroup of G. I. Martin Isaacs posed the 

problem of finding a characterization of M-groups in purely group theoretic terms [5, 

p.67], and Alan Parks has found such a characterization based on cyclic subgroups and 

the notion of good pairs as described in his article [7].

Let M, H  <  G and M  <1 II such that H/M is cyclic. Then we define (H, M ) to be a 

pair. For H < G and g E G, define FH(g) to be the set of commutators [g,H fl H 9 *], 

that is, Fjj(g) =  {[<?, x] \ x E H D H9 1}. We define (H ,M ) as a good pair if, for all 

g E G \ H, Fff(g) $7 M. Note that Fjj(g) C  H because if g~xx~lgx E Fjj(g) for some 

x E H  D H9 1 then in particular x E H9 \ Thus x E gHg-1 , so x — ghg_1 for some 

h E H which implies x~l =  gh~lg~x. Then g~lx~lgx =  g~1(gh~1g~1)gx =  h ^ x  E H. 

The distinction for a good pair is that although Fn(g) Q H for all g E G, Fjj(g) M  if 

g i H .

For any pair (H, M ) there exists a linear, irreducible character of H whose kernel is

62
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M. This character is said to proceed from {II, M ) . Observe that we are guaranteed the 

existence of this character since H/M is cyclic. If the order of H/M is k, and hM is a gen­

erator of H/M, define A to be a character of H  as follows: X(g) =  el if (hM )* =  gM  and e 

is a primitive kth root of unity. We can see ker(A) =  M  since for m G M , (hM)k =  rriM 

which implies A(m) — ek =  1. Further, if \{x) =  1 =  ek then xM  =  (hM)k =  M, and 

x  G M . Thus A is a linear, irreducible character of H  with kernel M, and therefore A 

proceeds from (H, M).

Now for Parks’ characterization of M-groups. We define a relation on the set of good 

pairs as follows. Suppose (H, M)  and (K, L) are good pairs. Then (H, M) (K,L)  if 

there exists g G G such that

H9 n L =  K  n M 9.

Further, we call this relation on good pairs Sq- Below we will show that Sq is indeed an 

equivalence relation (see Corollary 5.5), so let mo be the number of equivalence classes 

of SG.

We can identify another relation on elements of G defined as follows: x ~  y if and only 

if there exists g G G such that (x) 9 =  (y). The equivalence classes in this relation are 

often referred to as the rational conjugacy classes of G, and we will denote the number 

of rational conjugacy classes of G to be Hq . Observe that this is an equivalence relation 

since the reflexive, symmetric and transitive properties hold as demonstrated below.

Reflexive: We must show that (x) is conjugate to itself, so simply pick 1 G G and 

observe that (x)1 =  (x).

Symmetric: We must show if (x) 9 =  (y) for some g G G, then there exists k G G 

where (y)fc =  (x). Since (x) 9 =  (y), pick k =  y-1 . We know (y) =  g~1{x)g which implies 

g{y)g~l =  (x). Hence {y) 9" 1 =  (x), or (y)k =  (x).

Transitive: We must show if (x) 9 =  (y) and (y)h — (z) for some g,h G G, then there 

exists j  G g such that (x )3 =  (z). Pick j  =  gh and {x)3 =  (x)gh =  (gh)^1(x){gh) =  

h~1{g -1(x)g)h =  h-1 (y)h =  (z).

Using the equivalence relations we just described, we can state Parks’ theorem.
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Theorem  5.1: Let G be a finite group. Then mo <  no with equality if and only if 

G is an M-group.

This theorem provides the desired characterization of M-groups without any depen­

dence on characters. Since its proof comprises the remainder of this thesis, it will be 

presented later.

Lem m a 5.2: Let A proceed from, the pair (H ,M ) and let x G G. Then 

(XH*nH, (A:v)hxhh) =  1 if and only if Fh (x ~1) C  M.

P roof: First recall that Fh {x ~1) is the set of all commutators [x_1, H fl Hx], Let 

K  =  H  n Hx, and since A proceeds from (H, M ) then A is linear. Certainly a restriction 

of A is still a linear character. Hence Ak and (Ax)k  are linear. Since Hnear characters 

are irreducible then either (Ak , (Xx)k ) — 0 or (A#, (Ax)k ) — 1.

Now suppose that {Xk , (Ax)k ) =  1. By Theorem 3.9 (Ax)k (9) — Ax(g ) for all 

g G K. So \xixgx~1) — A/r(p), and since A is linear then we can view the charac­

ter as a homomorphism from the group G into C x under the group operation of mul­

tiplication. Therefore, Aic{xgx~l) ■ (A^(g))-1 =  1, and Ax;(xgx~1g~1) =  1. So for all 

g G K, xgx~1g~1 G ker(A/i), or equivalently, [x~l ,g~l\ G ker(A^) for all g G K. Recall 

that A proceeds from (H , M ) so ker(A^) C  M.  Hence [x_ 1 , p _ 1 ] G M  for all g G K.  It 

follows that [a;- 1 , K]  C  M  and thus Fnix^1) C  M.

Next suppose Fh (x~x) C  M , then [x_1, g-1] G M  for all g G K  where K  — 

Hx D H  That is, [x_1,p_1] G ker(A^), or, Ax ix g x ^ g -1) =  1 Since A is linear then 

1 =  Xxixgx-1) • Air(p-1). This yields, 1 =  Xjfixgx-1) ■ (A#(p))_1 and it follows that 

\x{g) — Xx(xgx~l). But this is equivalent to Xk (9) =  (Xx )k (9) for all 9 6 K.  Thus by 

Theorem 3.9 we have (Ak , (Xx)k ) =  1 - 0

P roposition  5.3: Let (H , M) be a pair with H < G and let A proceed from (H , M). 

Then (H , M ) is a good pair if and only if XG is irreducible.
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P roof: Suppose that AG G Irr(G') and then (AG, AG) =  1 by the First Orthogonality 

Relation. Pick some x  G G \  H  and there is an H ,H  transversal T  such that l ,x  G T 

(Recall that an H , H transversal is simply a set of double coset representatives for the 

subgroups H  and H  - refer to Section 3.7, p.45). By Mackey’s Theorem (AG,AG) =  

, (X^Htnii)- So

1 =  (Ag ,Ag )

>  (AH*nH, {Xx)H*nii) +  (Affinh , (A^ifirw)

=  (Ahxdh, (Xx)HxnH) +  {Xh , Xh)-

Obviously {Xh , Xh) — 1 which implies that {Xn*nH, (Xx)hxc\h) — 0. By Lemma 5.2 since 

{Xhxhh, {Xx)HxnH) 1, then FH{x~l) $£ M. Hence (H ,M ) is a good pair since for all 

x e G ^ H ,  Fh (x) <£ M.

Now suppose that (H , M)  is a good pair and we must show that AG is irreducible. 

Since (H, M)  is a good pair then for all x  G G \  H, Fh {x) M. Then by Lemma 5.2 

we know that (AHxnH, {Xx)nxnH) 7̂  1- Since A is linear and therefore irreducible, then by 

the First Orthogonality Relation (Xh ĉh, (Xx)HxnH) =  0 for all x  G G \ H. By Mackey’s 

Theorem, {Xa , Xa) =  YlteTi^nHAX^HtnH) — {Xh , Xh ) +  {X^wriH}-

Since (XntnH, {X^Htnii} =  0 for all t G T \ 1, then (AG, AG) =  {Xh ,Xh) =  1. Therefore 

AG is irreducible by Corollary 3.10. <0

The following proposition will help to clarify the relationship between characters and 

related good pairs.

P roposition  5.4: If (H , M) and (K, L) are good pairs then they are related if and 

only if there are characters X and p proceeding from (H ,M ) and {K,L), respectively, 

such that XG =  pG.

P roof: Suppose A and p proceed from good pairs (H ,M ) and (K ,L ) respectively 

and AG =  pG. We want to show that {H, M ) and (K, L) are related, that is, we need to 

show there exists x G G such that Hx ft L =  K  fl M x.

Let T  be an H, K  transversal in G such that T =  {xf\l — 1 , . . . ,  t} and {H xzK\i —
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l , . . . , t }  is a set of double cosets whose union is all of G. By Mackey’s Theorem, 

(XG,fj,G) =  X)!=i(Ai-ffs*nK'> (XXi)hxicik) ■ By assumption, XG =  y G and because of Propo­

sition 5.3 we know that XG and fiG are irreducible. So (AG, \xG) =  1. Thus, 1 =  

Y,ti=\{tJLĤ r\K-,{Xx )̂Ĥ nK) and there exists x G T such that Xx)h^ k ) ^  0.

Since /j, and A proceed from good pairs by the assumption, then they are both linear 

characters on K  and H respectively. Thus Xh ĥk and Hhxc\k are also linear and so 

is (Xx)nxnK■ Linear characters are irreducible so (/iHxnK, (Xx)n*nK) =  0 or 1 for all 

x G T. We conclude there exists x E T  such that (nHxnK, (Xx)hxc\k ) =  1 which implies 

(Ax)hxdk — î Hxr\K- Recall that characters are functions so kev(fiji-xnK) =  ker((Ax)//in^).

By the definition of kernel, ker((j,hxdk) — {y  E Hx fl K\/j,(y) =  1}. Since ¡i proceeds 

from (K , L) then ker(/i) =  L by definition, ¡i is defined on K  and since Hx fl K  < K  then 

ker(jiHxnK) — ker(p) fl Hx f)K  =  Lf] Hx fl K. Now A is defined on H  and proceeds from 

(H, M ) so ker (A) =  M. We know that A* is defined on Hx and Hx fl K  < Hx. Moreover, 

ker(Aa:) =  M x by Proposition 4.6. Thus ker((Ax)#*nir) =  ker(Aa:)n HxOK =  M xDHxnK.

We have ker(nHxnK) =  ker((Aa’)^n ir) so we conclude that LC\Hxf)K  — M xnH xnK.  

Since M  < H, then M x < Hx and M x fl Hx =  M x. Similarly L < K  so L fl K  =  L. It 

follows that LC\Hx n K  =  LilHx and M x C\Hx n K  =  M x f)K.  Thus, Hxf)L =  KC)MX 

which is precisely the definition of two good pairs being related. We have shown that 

(■H , M ) ~ ( K , L ).

Now suppose that good pairs (H , M ) and (K, L) are related, and we want to show 

there exist A and p proceeding from (H, M)  and (K, L) respectively, such that AG =  /iG.

Because (H , M) and (K, L) are related then Hx fl L =  K  fl M x for some x  G G and 

it follows that (Hx fl L) fl K  =  K  fl M x, and Hx fi L fl K  =  Hx fl (K  fl M x) Define 

N  =  Hx D L n K  and obviously N < Hx D K. Now observe L < K  and Hx fl K  < G so 

N — L fl (Hx f) K)  <  K  fl (Hx fl K)  =  K  fl Hx. Thus N  <  Hx fl K  so we can consider 

the factor group (Hx f] K)/N.

By the Diamond Theorem [4, p.33], since (Hx D K) < G and L < K,  then (Hx fl 

K)/((HxnK )nL)  2* ((HXDK)L)/L. Also (HxOK) < K  and L <  K,  so (HxnK )L  < K  

and (HXDK)/N is isomorphic to some subgroup U of K/L Because (K, L) is a pair then
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K/L is cyclic. Since all irreducible characters of cyclic subgroups are linear then there 

exists a linear character, v G Irr((iP  fl K)/N ) such that v is faithful. (Simply define the 

value of v on the generator to be a Arth primitive root when the order of the cyclic group 

(Hx n  K)/N  is k). Since U and (Hx fl K)/N  are isomorphic we can identify the values 

of v on (Hx fl K)/N  with the corresponding elements in U. Then we can extend v to an 

irreducible character of K  denoted /x such that ker(/x) =  L.

Now N — Hx f ] K n  M x < Hx O K. Because M  < H  then certainly Mx < Hx and 

by the Diamond Theorem [4, p.33], (Hx ft K)/N  =  (Hx fl K )M X/MX. Observe that 

Hx fl K  < Hx and M x < Hx. So (Hx fl K )M X/MX is isomorphic to some subgroup of 

Hx/Mx call it V. We know that (H, M ) is a good pair, so there exists ip proceeding 

from (H, M) such that ipG is irreducible. Define iff on Hx as the conjugate character 

of ip. Since ker(ip) — M  then ker(ipx) =  M x. Moreover,, since ip is linear then so is ipx. 

Finally by Proposition 3.29 we have that 1 =  (ipG,ipG) — ((ipx)G, (ipx)G) ■ Thus (ipx)G 

is irreducible, (Hx, M x) is a good pair by Proposition 5.3, and Hx/Mx is cyclic. Hence 

(Hx f lK)/N =  (Hx n K)/(Hx n K n M x) =  V  which is some cyclic subgroup of Hx/Mx. 

Once again consider the faithful character v defined on (Hxf)K)/N , and we will identify 

its values with the corresponding elements of V. Then we can extend u to an irreducible 

character of Hx denoted Xx, where M x — ker(Aa:) and A is an irreducible character of H 

such that M =  ker(A).

We now have Xx G Irr(fP ) and ¡i G Itt(K) where L =  ker(/i) and M x =  ker(Ax). 

We know there exists an H ,K  transversal T including x (recall that x is the element 

guaranteed to exist such that Hx fl L =  K  fl M x). By Mackey’s Theorem, (AG,fJp) =  

(A^jijsnxr) >  {Xx)h*c\k )■ Since ¡j, and Xx are extensions of u into K

and Hx, then fiHxnK =  v and (Xx)nxnK =  v. Therefore (hh d̂k, (Xx){ixnK) =  (^, =  1

because v is a linear, irreducible character for Hx fl K  Since (H, M)  and (K, L) are 

good pairs, then by Proposition 5.3 we know XG and are both irreducible. The inner 

product of two irreducible characters is 0 or 1 and (XG, ¡iG) >  1 Obviously (XG, ¡jF )  F  0, 

and we conclude that (AG,fJ>G) =  1. By the First Orthogonality Relation it follows that 

lxG =  XG. 0
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Corollary 5.5: Sg ts an equivalence relation on the good pairs of G.

Proof: Let (H ,M ), (K ,L ) and (J, P) be good pairs. We will show the reflexive, 

symmetric and transitive properties are true for Sg -

First we need to show that (H , M) ~  (H, M). This is trivial as H9 fi M  — H  Pi M 9 

for g — 1.

Second suppose that (H , M ) ( K. L), and we need to show that (K, L) (H,M).

As (H , M)  ~  (K, L) there exists g G G such that H9 n L — K  D M 9. Conjugating this 

equation by g~l yields K 9 1 fl M  =  H  fl L9 1. Thus (K, L) ~  (H, M ).

Finally suppose (H ,M ) ~  (K ,L ) and (K ,L ) ~  (J,P ), and we need to show that 

(H, M ) ~  (J, P). We know by Proposition 5.4 that there exist A and pi proceeding from 

(H, M)  and (K , L) respectively such that pG — XG. Additionally there exist ip and ip 

proceeding from (K,L)  and (J, I’ ) respectively such that ipG =  yf: . As described in 

Proposition 2.4, we can identify a character of K  with a corresponding character of K/L. 

Thus one can view A and <p as faithfully representing the same cyclic group K/L. Then 

by Proposition 4.4, there exists an automorphism a € Q such that <pa =  A (Recall that 

Q is the Galois group Gal(C/Q) and that ip17 =  a o or <pa(g) =  a(<p(g)) for all g G G). 

Hence

pG =  \G =  { y o f  =  (ipGy  =  {ipGy  =  (i/rf.

Note that (<pa)G =  (pG)a by Proposition 4.5. Because a is an automorphism that fixes 

Q, then iba is in fact a character proceeding from (J,P) as well (since ker('0cr) =  P). 

Therefore (H , M)  -  (J, P )

Since all three properties are true, then Sq is an equivalence relation. <0>

5.2 Galois Conjugate Characters

To continue the characterization of M-groups using the concept of good pairs we need 

to introduce the idea of Galois conjugate characters. This will entail a review of some 

basic facts of field theory. We know that the Galois group Q =  Gal(C/Q) is defined as
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Q =  {a  G Aut(C) | a(x) =  x for all x  G Q }. Let T  be a C-representation of G with

a G Q define Ta(x) as the representation [cr(iiJ(x))j, and it follows that the character of

(<7 ° x )(x ) for all x G G. If ip, x  G Irr(G), where both are C-characters, then ip is & Galois 

conjugate of y  if there exists a G Gal(C/Q) such that x a =  V; - In other words, there must 

be some automorphism of C, namely a, that fixes Q element-wise and a(x(x))  =  ip(x) 

for all x  G G.

P roposition  5.6: y  zs irreducible if and only if \a ts irreducible.

P roof: Suppose y  G Irr(G) and we want to show (y'7, y") =  1. Since y  G Irr(G) 

then (y, y) =  1. Recall that a is an automorphism and therefore a preserves addition 

and multiplication. By the definition of inner product, 1

associated character y such that T(x) =  \tl3(x)] where tl3(x) G C for all i , j.  Then for all

T a(x) is Xa(x) = Tr^^)) = TYfâ z))] = = *(£, k*(x)) = a(x(x))

cr(l)

1

Hence y a is irreducible by Corollary 3.10. A similar proof exists to show that y CT G 

Irr(G) implies y  G Irr(G).
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5.3 Galois Conjugacy Classes and Irreducible 

Q-Characters

To prove Parks’ theorem we must find a connection between the Galois conjugacy classes

ship is not at all obvious at this point as more background needs to be introduced to 

motivate the connection.

For convenience once again denote the Galois group, Gal(C/Q) =  Q. As usual we 

will use Irr(G) to represent the set of all irreducible characters of G over the field C, 

and IrrQ(Cr) as the set of all irreducible characters of G over the field Q or the set of all 

Q-characters of G. In other words, the representation affording each character in Irr{g,(G) 

has entries only from Q. Note that when we are working over C no subscript to indicate 

the field is necessary. Define the set {y^ lc € G} as the Galois conjugacy class with 

representative y. Let y  £ Irr(G) and consider Eo-6g Xa- Because each x a is a character 

and the sum of characters is a character, then Eo-eg XG is also a character of the group 

G. Further observe (Eo-eg X^XflO £ Q by the following lemma.

Lem m a 5.7: If x  ^ an irreducible C-character of a group G and Q =  Gal(C/Q),

since o; is a homomorphism and preserves addition in C. Further, by the definition of 

Galois conjugate we can rewrite XXeg a o Xa as XXeg(xCT)° which is equal to E<reg(x)a a■ 

Since a, a £ Q and G is a group then for a fixed a, {a  • a\a £ Gj is simply a permutation 

or reordering of the group elements in G■ Thus XXeg Xaa =  XXeg XG for all g £ G. 

Hence (XXeg X0')“  =  XXegX*7) and a fixes XXeg xG■ Since our choice of a £ Q was 

arbitrary, then XXeg Xa (flO is fixed by all a £ G for all g £ G. Basic Galois theory tells 

us that X X eg x a{g) £ Q for all g e G .  0

of irreducible, monomial characters and the classes of related good pairs. This relation­

then (E aesX a)(9) £ Q-

P roo f: Let a £ G and consider (Eo-eg Xa)a- We have
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P roposition  5.8: For a finite group G, |IrrQ(G)| equals the number of Galois con- 

jug acy classes of irreducible characters over C.

P roo f: First recall that a Q-character is a character afforded by a Q-representation. 

Let 6 £ Irr(G). We will show that the character mq(8) E CTeg 9a is an irreducible character 

afforded by a Q-representation where mq(0) is the Schur index of 6 in Q (Refer to Section 

4.4 for information on the Schur index). Using results from Grove (which we do not prove 

since they would take us too far afield from the problem at hand), if 0 £ Irr(G), then 

mq{6) is the multiplicity of 6 as a constituent of some irreducible Q-character ip of the 

group G [2, p.189]. So {ip, 0) =  mQ{9) and ip =  mq{9)-9+E xe/rrQ(G)\{0} axX for suitable 

ax £ NU{0}. By Proposition 10.2.7 in Grove’s book [2, p.188], since ip £ IrrQ(G) there is 

a unique, irreducible x  G Irr(G) such that ip =  mq (x) Eo-egX0" where Q =  Gal(Q (y)/Q ). 

In addition, this proposition tells us that ip is the only character in Iitq(G) such that

(ip,x) > 0.

At this point we know there exists % £ Irr(G) such that ip =  mq(x) Eo-eS Xfi where 

the irreducible constituents for ip are yfi. Since 6 is a constituent of ip too, then 9 = xT 
for some r  £ Q. So 0T_1 =  % and ip =  mq{x) J2aeg Xa becomes mQ^1" 1) Y ja tg i^ Y  =  

mq{0T 1) E CTGg ' Since the Schur index of any Galois conjugate of a character equals the 

Schur index of the character, then for a given 9 £ Irr(G) we have that ip — mq{9) E CTGg 

is the unique, irreducible character afforded by a Q-representation that has 9 as a con- 

situent.

In the same manner if ip is an irreducible Q-character of G, then we will show there 

is a unique Galois conjugacy class of irreducible C-characters corresponding to ip. Then 

we would have a one-to-one correspondence between the Galois conjugacy classes of 

irreducible characters of G over C and the irreducible Q-characters of G.

Grove [2, p.188] states if ip £ IrrQ(G) then there exists x  £ Irr(G) where ip — 

toq(x ) Xfi ■ We want to show the conjugacy class yfi is unique. Suppose there

exists 7 ^ {x a\a G Qj such that ip =  777̂ (7 ) E^ea as well. Since conjugacy classes are 

either equivalent or disjoint, then fl x S =  0  So

0 =  ip - ip  =  Y ^ m q(x)xa ~  mQ(7)7a-
(jeG o-eG
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These summations cannot be combined because for all a G G, 7CT ^  X for all Galois 

conjugacy class representatives 7 . The set of irreducible C-characters forms a basis for 

all C-characters on G [2, p.108]. Thus Irr(G') is a linearly independent set that spans the 

set of class functions on G. Since

0 =  mM x a -
a€Q a€0

then all coefficients must be 0. This is a contradiction since the Schur index must be a 

positive integer. Thus 7 € £ Gj, and there is indeed a unique Galois conjugacy

class for each ip e  IrrQ(G). 0

5.4 Irreducible Q-Characters and Rational Conju­

gacy Classes

We have now shown in Proposition 5.8 that the number of Galois conjugacy classes of 

irreducible C-characters of the group G is equal to the number of irreducible characters 

of the group G over Q. One might wonder how this relates to Parks5 classification of 

M -groups using good pairs.

P roposition  5.9: For a finite group G, |Iitq(G)| =  uq.

This proposition is attributed to the Berman-Witt Theorem [1, p.282], and is not 

included in this thesis because the methods used in its proof are beyond the scope of this 

text.

C orollary 5.10: The number of rational conjugacy classes of G, ng, equals the num­

ber of Galois conjugacy classes of irreducible C-characters.

P roof: This is immediate from Propositions 5 8 and 5.9 <C>
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5.5 A Group-Theoretic Characterization of M-Groups

To complete Parks’ classification we must show m(; < ii(; with equality if and only if G 

is an M-group (Remember that mo is the number of classes of related good pairs). Let 

(Hz, M%), 1 <  i < mo, be a set of representatives of each equivalence class of related good 

pairs. For all i, there exists At proceeding from (Hl,M l). Since {Hu Mt) is a good pair, 

then by Proposition 5.3, Af is irreducible. Before proceeding with the proof that the 

number of Galois conjugacy classes of monomial, irreducible characters over C is mo, we 

need the following lemma.

Lem m a 5.11: Let G be a finite group and A € Irr(G) with A(l) =  1. Then G/ker(A) 

is cyclic.

P roof: Since A(l) =  1 then A : G — ► C x is a homomorphism into an abelian 

group under multiplication. By the Isomorphism Theorem [4, p.31] G/ker(A) =  A(G). 

Suppose that \G\ — n and let £ be a primitive nth root of unity. Certainly gn =  1 for 

all g G G so X(gn) — 1 which implies (A(g))n =  1 for all g € G. Thus A(g) is an nth 

root of unity. So A(G) C {£*|z =  0 , . . . ,  n — 1} and certainly (£) =  {CK — 0 , . . . ,  n — 1} 

is a cyclic group. Therefore A(G) is cyclic and we conclude that G/ker(A) is also cyclic. <0

P roposition  5.12: me equals the number of distinct Galois conjugacy classes of 

monomial, irreducible characters over C.

P roof: Let x  G Irr(G) such that x  is monomial, x  must be in some Galois conjugacy 

class of the irreducible, monomial characters of G. We will show there exists a unique 

i, 1 <  i <  % )  such that x  is Galois conjugate to Xf where A, proceeds from the good 

pair (Hi,M l). In other words, each representative of a Galois conjugacy class must be 

associated with one and only one character proceeding from its respective good pair

Since x  ^ Irr(G) is monomial, then x  is induced from a linear character of some 

subgroup of G. So there exists H < G and p € Irr(U) such that /j is linear and pG =  x ■
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Further define M  =  ker(/j). Since M  is the kernel of ¡x then M  is normal in H. H/M is 

cyclic by Lemma 5.11 and (H , M ) is therefore a pair.

The goal is to show there is a unique % such that x a =  AG for some a E Q. Since 

X is irreducible, then (H ,M ) is a good pair from which /x proceeds (Proposition 5.3). 

The set of all good pairs is partitioned into equivalency classes of related good pairs so 

there exists i, 1 < i <  mo, such that (H ,M ) ~  (Ht, Mt). By Proposition 5.4 there 

are characters ¡i' and A' proceeding from (H ,M ) and respectively, such that

(/x')G =  (A')G. Note that we know virtually nothing about the characters / /  and X' except 

for the fact that they exist. Further, we cannot assume that / /  — // or that A' =  At. but 

we do know that /x and / /  faithfully represent the same cyclic group H/M and that Xt 

and A' faithfully represent the same cyclic group H%/M%.

Because of the irreducibility of cyclotomic polynomials and by Proposition 4.4, there 

exist a ,r  € Q such that \f — ¡j! and (A')T =  X%.

We know

t t  = faGr  = w n  = m gy = [(aog]t = p o t  -  ( )̂G-

By Proposition 4.5 we can switch the application of automorphisms and induction of 

characters as done in the above equation.

At this point we have shown for every distinct representative, x, of the Galois conju- 

gacy classes of monomial, irreducible C-characters of G there exists i, 1 <  i <  mo such 

that x ar — where cr, r  G Q. Since Q is a group, then a * r  E Q as well, and we conclude 

Af is indeed a Galois conjugate of %. Further, we associate with each Galois conjugacy 

class representative, %, the related good pairs representative (Ht,M%) from which the 

character \  proceeds. However, the question if our choice of i is unique still remains.

Assume % is also conjugate to Xf. Then there exists 6 G Q such that x° — Thus 

[([(Ai)G]r 1)<T 1}e =  Denote ^ G Q such that ip — r " 1 • a~x • 6 and ((Xt)G)  ̂ =  (X3)G, 

or ((A^)^)G =  XG. Since (At)^ and X3 proceed from good pairs (Ht,Mt) and (H3,M3) 

respectively, then ~  (H3,M3) which implies  ̂ =  j  and Xz is unique. At this

point we have shown that there is a well-defined map,

/  : {XS\X € Irr(G)} — > { l , . . . , m G}.



75

We must show that /  is a bijection.

Suppose f (x ) =  i and / ( x )  =  j. Since / ( x )  =  * then there exists a G Q such 

that x a =  (Aj)G. Also, / ( x )  =  j  implies there exists 0 G Q such that x° =  (Aj)G, or> 

X =  So (A)G =  911(1 ( ^ ) G =  ( ( ^ ) 0_V)G- Since A* and {\ ) e~la

both proceed from good pairs, then by Proposition 5.4 (Ht, Mt) ~  (Hv M3) and i =  j. 

Hence /  is an injective function.

Let i E { 1 , . . . ,  m g} and we must show there exists a representative x  ° f  the Galois 

conjugacy classes of monomial characters such that /(x) =  >■ Consider the charac­

ter (A*)G where \  proceeds from the good pair It is irreducible by Propo­

sition 5.3 and also monomial. Thus (A})G is in some conjugacy class of the monomial 

Galois-conjugate characters. Define 0 as the monomial class representative such that 

(Aj)G G {9a\cr G Q and 9 G Irr(G')}. Hence f(9) =  i and since /  is one-to-one and onto 

then |{x6|x € Irr(G)| =  me- We have now shown that the number of classes of related 

good pairs, me, is equal to the number of Galois conjugacy classes of monomial, irre­

ducible C-characters. §

P r o o f  o f  Theorem  5.1: Denote the number of Galois conjugacy classes of monomial, 

irreducible C-characters as a. By the previous proposition we have

me =  a <  the number of Galois conjugacy classes of irreducible C-characters =  no-

Thus m<3 <  riQ. G is an M-group if and only if the conjugacy classes of irreducible C- 

characters are exactly the conjugacy classes of monomial, irreducible C-characters if and 

only if mo =  no- Thus Parks’ group-theoretic characterization of M-groups is complete. 

❖
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