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APPROXIMATE GENERAL SOLUTION OF DEGENERATE
PARABOLIC EQUATIONS RELATED TO POPULATION GENETICS

Kazuo Amano

Abstract

The author constructs an approximate general solution to a degenerate parabolic
equation related to population genetics and implements a computational procedure. The
result gives a theoretical foundation to the computer algebraic approach for degenerate
partial differential equations and introduces a new numerical symbolic hybrid method.
The techniques are likely to have wide applicability, since the key idea of the algorithm
is a rearrangement of the finite difference method.

§1. Introduction

As is well-known, if a given partial differential equation is very simple, we can
compute its general solution with arbitrary functions by using arithmetic and ele-
mentary calculus. However, most equations require hard and abstract mathematical
technicalities. An explicit and concrete representation of the solution may turn out
to be utterly beyond our reach. It seems that researchers have already given up
constructing explicit general solutions; they are either trying to find solutions in
abstract function spaces or working out numerical algorithms.

In this paper we shall show new possibilities for approximate general solutions;
though an explicit representation is already at deadlock, an approximate one is able
to break through obstacles and gives a new viewpoint. In fact, we prove that, for
a certain initial value problem, there exists a simple algebraic representation of an
approximate general solution, i. e., a symbolic combination of additions, subtractions
and multiplications of initial data solves the problem. Our procedure of construction
of a general solution is quite different from classical ones; we use a new type of
numerical-symbolic hybrid method. Our numerical-symbolic hybrid computation
totally depends on LISP and its result is expressed in C language, since the size of
desired formula is more than 5.4M bytes. Such a formula is too big for classical pen
and paper calculation. It is to be noted that a remarkably fast algorithm is derived
from our formula of approximate general solution.

The purpose of this paper is to construct an approximate general solution of
the initial value problem for the degenerate parabolic equation

(L.1) % _ %%(V(w)u) _ %(M(x)u) (t>0,0<z<1),

z(1—x)

which appears in population genetics theory. V(z) = , M(z) is a poly-

nomial of z , and N € {1,2,3,---} denotes the given population number. For a
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certain class of coefficients M (z), Crow and Kimura obtained several explicit rep-
resentations of solutions of (1.1) by using special functions (cf. [2]). However, their
technicality is too artistic and too delicate to generalize; in fact, if you perturb the
function M (z) slightly, their method simply breaks down. In this paper, we shall
show that we can construct an approximate general solution of (1.1) for any given
M (z). Our techniques are applicable to the broader class of differential equations
for which finite difference method works, since the essential part of our method is
nothing more than a rearrangement of a finite difference scheme (Lemma 2.3).

Section 2 is devoted to preliminary lemmas. In Section 3, we construct an
approximate general solution of (1.1) and translate its procedure into symbolic list
operations, which is expressed in PASCAL-like REDUCE language ([4]). We make
some numerical experiments in Section 4.

§2. Preliminaries

We simplify the partial differential equation (1.1) by performing a certain trans-
formation (Lemma 2.2) and give an approximate representation formula (Lemma
2.3).

Lemma 2.1. For any nonnegative integer n and for any C™*t! smooth function
u(t,z), we have

u(t + h,z + k) = Z%(hg +k3>yu(t,x)

(2.1) s ot ox
0

1
a-ore0 9\H
+/0 n! <h8t+kax) u(t + 0h,x + 0k) do

Proof. We fix (t,z) arbitrarily and put
F(0) = u(t + 0h,x + 0k) (0<6<1).
We note that

(2.2) wt+hz+k)=F(1)= zn: % F®(0) + /1 a-o" Fr+Y9)de .

|
iy n:

When n = 0, (2.2) is nothing more than fundamental theorem of calculus. Integra-
tion by parts gives

/ 1 7((171__91);_1 F)(6) do

(2.3) - /01{—%}/1?(")(0) do

n:

1 La-e)
N AN / = 7t g)de .
n! (0) + Tl ©)

Hence, (2.1) is proved. 1
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Let us define a differential operator A by

(2.4) Au = %%(V(x)u) - %(M(w)u) ,

where V(z) = 2l —z)
N. €{1,2,3,---} denotes the effective population number. As is well-known, (2.4)
plays an essential role in population genetics theory (cf., for example, [2]). In fact, if
we assume that a pair of alleles a; and as are segregating in a Mendelian population,
then the probability density u(t, z) of frequency of a;; at the ¢ th generation satisfies
the partial differential equation

, M (z) is a polynomial of x with real coefficients, and N =

ou

(2.5) o

= Au in (0,NT) x (0,1) .
Here T is a positive constant.

Lemma 2.2. We put

z(1—x)

(2.6) a(x) = —5 b(x)

_1—2x

—~ NM(z), c(z) = —-NM'(z),

and define a differential operator B by

1 9? 0
(2.7) B = 5@(:0)@ + b(w)% +c(x) .

If v(t,z) is a solution of the equation

0
(2.8) 8—1’ = Bv in (0,T) x (0,1)
then
(2.9) u(t,z) = exp(—L) v(i )
’ 2N N’
satisfies (2.5).
Proof. Direct computation gives
lz(1—x) 1-2z 1
o= (o) ()
U= g —on e T oy (@) ) ug o T ())u
1 /1 1
=N (§a(a}) Uge + b(x) uy + c(z)u — 3 u)
1 1
— —(Bu- >
yBu=gw

Hence, if v(t,x) is a solution of (2.8) , and if we put

t t

u(t,x) = exp(—ﬁ) U(N,CC) ,
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then we have

1 t 1 t
w = op(—gy) v = g exp(—55) Y
1 t 1 t
—Nexp( W)Bv—ﬁexp( ﬁ)v
1 1
= Au . |

By virtue of Lemma 2.2, the partial differential equation (2.5) is reduced to
(2.8). From view points of numerical analysis and population genetics, it is much
easier to solve (2.8) than (2.5). In fact, the rate of fixation term, exp(—t/2N), is
separated in (2.9) and the original time scale is changed to a moderate one in the
process of reduction.

As will be shown later, we can construct the desired approzimate general solu-
tion of the equation u; = Bu by using the following lemma recursively.
Lemma 2.3. Assume that u(t,z) € C%%([0,00) x [0,1]) is a classical solution of
the degenerate parabolic equation

(2.10) ?;t‘ —Bu (t>0,0<z<1).

Then we obtain
(2.11) u(t,r) = Lu(t,z) — h* Ru(t, z)
where 0 <h <1, 0<z++/a(x)h <1, 0<z+b(x)h? <1, and t—h* > 0. Here

Lu(t, )
(2.12) = é (t.z+ Va(z)h) + (t z —+/a(z) h)
+ é u(t,z + b(z)h*) + é u(t — h?, x) + % c(x)ult, )
and
Ru(t, z)
1 [Yra?(z)(1-6)3
(2.13) Zg/o {—( )52 ) ( 7 (6,2 + v/a(@) 0h) + ( —Va 9’1))
9 0%u 9 8%u )
+8%(2) (1= 6) 55 (t,2 + b(2) 0h%) + (1 - ) 62(t—6h )}da.

Proof. (2.1) gives

u(t,z = v/a(z)h)
= u(t,z) £ hal/Q(w)%(t, )
(2.14) h2 02w 03u

o a(e) g e (t) £ ¥ () D 2 (1)

-1-%@2(:0)/0 (1—0)3%(t,a}:{:9\/a(m)h) de
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this implies
(2.15)

Sultya+ Va@)h) + Ju(t,x — vala) h)
:u(t,:v)+h—2 e )ZZZ(t )
h4 1 84
+Ea()/0(1—9) (84(tm+0\/—h) (,x—o\/cTa;)h))da
(2.1) also gives
u(t, z + b(z)h?)

(2.16) =u(t,z) + h%(w)%(t, x)
+ R (a) /1(1 ) 222 (t, + 0b(x)h2) db
and
u(t — h%, x)
2 0u
(2.17) =u(t,x) —h 5t —(t,x)

s 8*u 2
-0 t—0h*,2)do .
+h /0 (1-0) 55 z)
On the other hand,
0%u Oou Ou

(2.18) %a(w)w + b(w)% 5 = —c(z)u

follows from (2.10). Combining (2.18) with (2.15), (2.16) and (2.17), we obtain
(2.19)

§u(t, x4+ /a(z)h) + %u(t, z —+/a(z) h) + u(t, + b(z)h*) + u(t — h*, z)

= 3u(t,z) — h%c(z)u(t, z)
az P 1 4’LL 4u
i h4{%/0 (1-6)3 (%(t,m + 0+/a(z) h) + %(t,x —0v/a(z) h)) do

2u 0%u

+b2(x)/01(1—9)g TU e+ 0b(a )h2)d0+/01(1—H)W(t—GhQ,m)dH} .

This completes the proof. N

Lemma 2.3 shows that if u(¢,x) is a C** smooth solution, then wu(¢,x) can
be rewritten as

u(t,z) = Lu(t,x) + O(h*)

(2.20) = éU(t, z++/a(z)h) + éu(t, z —\/a(z)h)
+ g ulta +H@I?) + gult~ 1,2 + %2 c@)u(t,z) + O(h*) ;

recursive use of this formula gives the desired approximate general solution of de-
generate parabolic equation (2.10). Here, by (2.10) and (2.12), O(h*) depends on
Ugzes, Uz and B?u and further, a standard method of maximum principle ensures
that we can estimate OFu (0 < k < 4) explicitly (cf., for example, [5]).
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§3. Construction of Approximate General Solution

In this section, we construct approximate general solution of (2.10) and give
error bounds (Theorems 3.1 and 3.2). We also show that our result can be translated
into symbolic list operations quite easily (Reduce Program).

We note that because of the phenomenon which (1.1) describes, no boundary
condition should be given on x =0, 1, i. e., the boundary =z = 0, 1 should be
either the entrance or natural boundary of a diffusion process generated by (2.8).
So, without loss of practical generality, we may assume that

>0 in a neighborhood of 0 in [0,1],
(3.1) b(x)
<0 in a neighborhood of 1 in [0,1].

Furthermore, we may consider
(3.2) c(x) <0 in [0,1]

since if we put
w(t,z) = e “u(t,r), co= sup c(z)
0<z<1
then
us = Bu <= wy = (B —cp)w

Throughout this section, u(t,z) € C%*%([0,00) x [0,1]) is a classical solution of
the equation (2.10) and h denotes a sufficiently small fixed positive constant, i. e.,
0<hk1l.

By using (2.20), if we replace (h?/3)c(x)u(t,z) with

P ew) (S ulta + a@h) +  uftz - Va(e) )

3

+ % u(t,z + b(z)h?) + % u(t — h?,x) + % c(x)u(t, z) + O(h4)>

n (2.20), we obtain

u(t,z) = (1 + %c(w)) <éu(t,x +Va(z)h) + éu(t,x —Va(z) h)

- % u(t,z + b(z)h®) + % u(t — h?, ) ) - % A(x)u(t,z) + O(h*) .

(3.3)

Here, since ¢?(z)|u(t,z)| = (NM'(z )) |u(t, )| may not be so small enough in some
cases, it is better not to replace (h*/9)c?(z)u(t,z) with O(h*). So, we repeat the
above recursive transformation again for (3.3), i. e., we substitute

4

% CQ(I‘){ (1 + %c(w)) ( u(t,z + \/—h) (t x — \/—h)

u(t, + b(z)h?) —i—%u(t— hQ,Q:)) + h—c 2(z)u(t, z) +O(h4)}

1
3 9
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4
for 9 c*(x)u(t,r) in the equation (3.3), and get the following:

(3.4)

u(t,x):<1+h—20(x)+};4 ())( u(t,z + /a(z) h) + (tx—\/—h)

3

+ %u(t,m + b(z)R?) + %u(t - hZ,m)) +0(h?) .

This is the key formula of this section.
We define a function 0 < e(x) < h by
( h if W2<z<1—h? orax=0,1

X

(3.5) e(z) =4 Valz)

if 0<z<h?

l1—=x

\ Va(z)

if 1-h?P<z<l.

Here it is to be noted that, by (2.6), (3.1) and (3.5),
(3.6) x £ +/a( € [0,1] and = + b(z) €*(x) € [0, 1]
holds for any 0 < x <1.

Lemma 3.1. For 0 < h< 1,

h? h?
(3.7) hzgmgl—hQimpliesz§:c:i:\/a(x)h§1—Z.

Proof. We put

_ 2
_q;—\/ h—_: _ Mh_h_
2 4
Direct computation gives
f'(z) >0 fo ! L <zr<l1
x r—— ——<=x
2 2h?% 4+ 4 o
and . 1
R >0, h*>- — — .
1) 2 2h% +4

Hence, we obtain
fx)>0for h* <z <1;

this implies

2
x:t\/a(m)hzhzforfﬂgxgl.
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Similarly, we obtain

2
xi\/a(m)hgl—%forOgmgl—hQ. [ |

Lemma 3.2. For 0 < h< 1,

2 2 h
(3.8) R <y<l1l-— vy implies e(y) > —=

V2

h2

Proof. Seeing the definition of ¢(z), we have only to show (3.8) for T <y<h?
h2

and 1—h2<y§1—z . We put

2y h?
g(y)=€2(y)=1_yforzﬁy§h2.

h2
Since ¢’(y) > 0 for T < h < h?, we have

_ (h_z)_ 2h°_ k%
AV AR PN

min
w2 jazy<n2 IV
this gives
<y< h? .

Similarly, we obtain

2
E(y)ziforl—h2<y§1—h—. |

V2 4
By M., we denote a difference operator
(3.9
e?() etz) »
1 ' 3 )y <~’C>)1
X ( 5 f(t x4+ a(z)e(x)) + 8 [tz —a(z)e(x))
Mef(t,) = +§ Ftx+ b(2)e2 () + % ft—(@).x)) if ¢ > 2

ft,x) otherwise .

We define functions pg (¢, x;s,y), k=0,1,2,--- as follows :

1 if (s,y) = (t,2)
(310) pO(t7w7 Say) =
0 otherwise ,
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(3.11) )
é(l + < ?()w)c(a:) +E éx) 02(.1:)) if (s.y)=(t,z++/a(z)e(z))
e2(x et(x
r(tiz5.4) = %(1 + é )c(m) + é )02(50)) if (s.y)=(t,z+b(x)e*(x))
%(1 + < Z(;C)c(m) +E éw) 02(50)) if (s.y)=(t—¢e*(z),x)
0 otherwise ,

and pri1(t,z,s,y) (kK >1) is a function such that

(3.12) /D F(5,9) Do (b, 7, ds, dy) = /D M. £(s,y) pi(t, @, ds, dy)

< i. €., Z f(s,y)pk+1(t,w,8,y): Z Msf(say)pk(tawa37y) )

(s,y)€D (s,y)eD

for any function f(¢,z) defined in D = [0,00] x [0,1]. Here (3.12) is well-defined,
since +/a(x)e(x) # |b(x)|e?(x) for 0 < h < 1. Tt is clear that pyi1(t,z,s,y) in
(3.12) is uniquely determined by py(t, z,s,y).

Then (3.10) implies
(3.13) u(t,z) = /Dpo(t,m,ds,dy) u(s,y) .
Since e*(z) = O(h*), (3.4) and (3.11) give
(3.14) u(t,z) = /Dpl(t,x,ds,dy) u(s,y) +O(h*) .
Furthermore, by (3.4), (3.12) and (3.14), we have

u(t, x) p1(t,z,ds, dy) u(s,y) + O(h?)

p1(t, z, ds, dy) (Meu(s,y) + O(h4)) + O(h%)

(3.15) p2(t, z, ds,dy) u(s,y) + O(h*)r + O(h?)

pa2(t, z, ds, dy) (Meu(s,y) + O(h4)) + O(hYr + O(h*)

pa(t,z, ds, dy) u(s,y) + O(h*)r® + O(h*)r + O(h*)

I
ST ST T TSI

where

(3.16) r= Oiligl(l + %c(w) + £ éw)CQ(m)> =1+0(hY)

by virtue of (3.2) and (3.5). We can repeat this procedure inductively.

Combining the above results, we obtain the following
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Theorem 3.1. Assume that u(t,z) € C*%([0,00) x [0,1]) is a classical solution of
the degenerate parabolic equation (2.10) and 0 < h < 1 is a fixed small positive
constant. Then, for (t,z) € (0,00) x [0,1], we have

k—1

(317) u(t,x) = / pk(tvwadsﬂdy) U(S,y) + O(h4) ZTV
0<s<t, 0<y<1

v=0
for any k =0,1,2,--- . Here O(h*) is independent of k.

n (3.17), if we replace u(s,y), 0 < s < h? with given initial data ¢(y), we get
the following

Theorem 3.2. Assume that u(t,z) € C*%([0,00) x [0,1]) is a classical solution of
the degenerate parabolic equation (2.10) satisfying initial condition

w(0,2) = g(x)  (O<z<1),
and 0 < h <1 is a fixed small positive constant. Then, for (t,z) € (0,00) x [0,1],
we have

u(t, ) :/ pr(t,z, ds,dy) ¢(y)
0<s<h?, 0<y<1

(3.18) k—1

o)t + o Z( )( ) (3 rouh

v=0

for any k > 2t/h? , where kq is the smallest integer satisfying 2t/h* < ko < k. Here
O(1), O(h?) and O(h*) are independent of k .

Hence, we obtain the desired approrimate general solution

(3.19) u(t, ) ~ / pi(t @, ds, dy) ¢(y)
0<s<h?, 0<y<1

for k> 2t/h%. For a given 0 < h < 1 and (¢,z) € (0,00) x [0, 1], it will suffice to
choose a certain k > 2t/h? which minimizes the error

ko k—1
EN /1\¢/2\ k-t
2.k k 4 v
B2k g §:(€>(§)(§) Y,
£=0 v=0
So, computing the above error for 2t/h? < k < 1/h*, we are able to know when we

have to stop the iteration in advance.

Proof of Theorem 3.2. Theorem 3.1 gives

uwmzf pi(t, @, ds, dy) Bly) + O(h?) 1™
0<s<h2, 0<y<1
(3.20) k—1
+/ pr(t, z,ds,dy) u(s,y) + O(h*) Y r"
h2<s<1, 0<y<1

v=0
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Seeing the definition of pi(t,z,s,y), we obtain, by Lemmas 3.1 and 3.2,

‘/ pk(t’x’dsvdy)u(sﬂy)‘
h2<s<1, 0<y<1
SCI/ pk(t’x’dsvdy)
h2<s<1, 0<y<1
ko
k INE/2\Fk—¢
<3 () () ()
=2 ;(» 3/ \3

where C; (i = 1,2) are positive constants independent of k. H

If we identify a linear combination of the form
/ pr(t, z,ds,dy) u(s,y) = qru(ts, 1) + gau(t2, ¥2) + - + quu(tn, Tn)
0<s<t, 0<y<1

with a list
(g1 t1 1) (g2 t2 22) -+ (qn tn Tn))

of LISP type, then the essential part of Theorem 3.2 is translated into the following
list operations.

Reduce Program.

procedure hybrid _method(t, x, n);

begin;
list_in := {{1, t, x}};
list_tmp := {};

while n > 0 do

<<

while length(list_in) > O do

<<

tmp := first(list_in);

p := first(tmp);

s := first(rest(tmp));

y := first(rest(rest(tmp)));

q := (1+h**2xc(y)/3+hx*x4*c(y)**2/9) *p;

if domain_p(s) neq O then

<<
list_tmp := cons({q/6, s, y+sqrt(a(y))*h}, list_tmp);
list_tmp := cons({q/6, s, y-sqrt(a(y))*xh}, list_tmp);
list_tmp := cons({q/3, s, y+b(y)*h**2}, list_tmp);
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list_tmp := cons({q/3, s-h**2 y}, list_tmp)
>>
else
list_tmp := cons({p, s, y}, list_tmp);
list_in := rest(list_in)
>>;
list_in := 1list_tmp;
list_tmp := {};
n := n-1

>>;

return list_in

end;

Here domain p(t) is a function defined in [0,00) such that

1 if ¢ > h?
domain p(t) =

0 otherwise .

Functions a(z), b(z) and c(z) are coefficients defined by (2.6). To be more explicit,
the parameter A should be modified in each step of main loop of the above Reduce

Program so that
y£va(y)h, y+by)h* €0,1]

is valid and also, we should identify any pair of list (g; t; ;) and (g; t; z;) with
(gi +q; t; ;) when (t; z;) = (t; z;).

84. Examples

We shall solve the following two problems by using (3.19) :

ou 1 0?2
w azww(w(l—x)u) (0<t<4N, 0<z<1)

u(0,x) ~ d6(x — 0.5) ,

ou 1 02
w2 E:mw(m(l—x)u) (0<t<4N, 0<z<1)

u(0,x) ~ 6(x —0.1) .

These problems describe the simplest situation in which a pair of alleles «; and as
are segregating with frequences z and 1 — x respectively in a randomly mating
population of N monoecious individuals, and in which only the random sampling of
gametes in reproduction causes gene frequency change.
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t=0.1 u

1

Figure 1

Let u(t,z) be a classical solution of (4.1) and let uy(t,2) = >_; ¢;é(z;) be an
approximate solution of (4.1) constructed for sufficiently small A > 0. Then, since
c(x) = —NM'(z) =0 implies 7 = 1, Theorem 3.2 gives

[2t/h2]+1

(4.3) |u(t,x)—uk(t.w)|§C<h2+ 3 (’Z)(%ﬂ@“ﬁh‘*k)
£=0

for k > 2t/h?. Here we note that, seeing the proof of Lemma 2.3, we can estimate
the above constant C' by using maximum principle and also, according to the funda-
mental property of binomial distribution, the second term of the right hand side of
(4.3) tends to 0 when k — oo. Thus, if we choose 2t/h? < k < 1/h* appropriately,
|u(t, z) —ug (t.z)| would become sufficiently small. The same argument remains true
for the problem (4.2).

The graphs of our approximate solutions of (4.1) and (4.2) are given in Figures
1 and 2. It is to be noted that our solutions are approximately equal to Kimura’s
exact ones and they lead to the same conclusion that Kimura obtained (cf. [2,
Chapter 8]).
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u

6

Figure 2
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