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CHAPTER 1 

Introduction 

 The emerging use of social media and rapid development of mobile technologies has 

created a large volume of geotagged photos to be shared online from all over the world. The 

boom in mobile phone usage and social media in the past few years has increased the number of 

photos shared on social media sites like Facebook, Twitter, Instagram, Flickr, Weibo, etc. [1]. A 

large number of these shared photos posted by users are geotagged, which makes it possible to 

extract the location, date and time of when the photos were taken [2]. This boom has prompted a 

recent increase in human mobility research and location-based social media studies. The scale of 

information and data provided by social media far exceeds the traditional method where travel 

data was collected by surveys and global positioning system (GPS) [3]. Social media data has 

helped minimize the problems of privacy concerns in human mobility studies[18]. It is also more 

scalable compared to the traditional methods. Social media data has been used by travel 

companies like Expedia, Trivago, Venere, Travelocity, Orbitz, and HomeAway to recommend a 

list of destinations for a traveler who is looking for vacation destinations or places of interest. 

Social media data has been used for individual purposes like travel destinations planning [4], and 

it is also essential in tourism planning by city and state governments and studying of flow of 

travel between different countries. 

Modelling and understanding human mobility patterns at different spatial and temporal 

scales is an important research topic in many application fields, ranging from urban and 

transportation planning to tourism planning, resource allocation and prediction of migration 

flows [16]. The challenging task is how this enormous amount of information can be utilized on 

a worldwide scale, providing an understandable and useful resource to manage travel destination 
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and tourism [13].  

The purpose of this research is to explore the historical travel records of frequent 

travelers from the United States based on the photos they uploaded on Flickr. We used the travel 

records to study user behaviors, and travel flows between different countries. Secondly, using the 

same dataset, we used machine learning algorithm Multinomial Naïve Bayes model to predict 

users’ next travel destinations (visits) based on their historical visits. 

Our results provide useful travel recommendation for future travelers to explore possible 

destinations, as travelers with similar interests are likely to visit similar locations [2,3]. Our 

result shows the visiting pattern between different countries and will benefit policymakers 

regarding urban and transportation planning, tourism planning, and resource allocation. It will 

also provide a useful resource for individuals and tourist companies in recommending new 

destinations to prospective travelers based on where travelers from the same country have visited 

in the past.  
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CHAPTER 2 

Literature review  

2.1 Travel Destinations Prediction Overview 

Location has played a pivotal role in recent location-based social media research as 

information about the location of users has enabled numerous compelling location-based 

services [5]. The availability of GPS-equipped mobile devices today has made it possible to 

determine the locations of users from the photos they share on social networking websites 

like Flickr, Instagram, Twitter, Foursquare and Facebook [6] or from recorded GPS data on 

taxis and trucks [5]. Travel destinations have been predicted by previous studies using 

different machine learning algorithms, for example, Multinomial Naïve Bayes Model, 

Markov Model, Support Vector Machine, Topic model, etc. Some of the previous research 

that used prediction algorithms for destination prediction includes a study by Krumm and 

Horvitz [5]. The authors used GPS data collected from 169 different drivers who participated 

in Microsoft Multiperson Location Survey (MSMLS) and Bayesian inference to predict the 

destination of a driver as a trip progresses. In another work by John Krumm [7] on real-time 

destination prediction based on efficient routes, Krumm used GPS data gathered from drivers 

and Bayes rule to predict the destination of a driver halfway through the drive. Similarly, 

Karbassi & Barth [8] developed a model to process historical GPS data from shared-use 

vehicle systems to extract the most common routes between five pre-designated locations. 

Their model uses the highest probability from pre-computed route probabilities and map-

matching algorithm to estimate routes as the vehicle is moving. Given the destination, their 

goal is to predict the route in order to estimate arrival times. Another study by Schmandt & 

Marmasse [9] on user-centered location model developed an algorithm called comMotion. 
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ComMotion is a location-aware computing environment which links personal information to 

location in its user’s life and predicts where the user is going and estimate time to destination 

[9]. The authors used several pattern recognition models including the Bayes classifier, 

Histogram modeling and Hidden Markov Model for route learning. Similarly, Ashbrook & 

Thad [10] in their research aims to learn significant locations and predict movement across 

multiple users, used movement history from GPS dataset and Markov model to predict a 

user’s future movements. They tested their model on GPS data collected from two different 

locations - one in Atlanta and another in Zurich. Their model generated consistent results 

across multiple users. 

2.2 Modelling User Behavior from Geotagged Photos 

Photo-sharing sites such as Flickr, Instagram, Twitter, Weibo and Facebook contain vast 

amounts of potential information about our world and human behavior [14]. Travel behaviors 

vary among different groups of tourists [3]. Travelers from different countries will have 

different preferences in choosing travel destinations. 

Analysis of movement is traditionally performed by GPS devices which lacks semantic 

meaning and background information [12]. For instance, previous studies on location-based 

social media, travel destinations prediction and user behaviors were mostly conducted based 

on manually collected GPS data and survey-based travel diary data [18]. Traditional data 

collection method provided useful information for city planners to understand the origin, 

destination, and flow of tourists [18] but it lacks information on the behavior of a tourist. E-

tourism service providers present travelers with estimated visit duration to different cities. 

The estimates are provided by field experts and users, but it varies in different cities [19].  

To understand the behavior of a tourist, we relied on the boom in social media sites; these 
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sites provide information about the behavior of a tourist by helping us to understand the 

amount of time spent at different locations in a city based on the timestamp of posting 

pictures on the social sites. With Location based social media research, researchers have been 

able to estimate the amount of time a tourist spends at different landmark locations and 

predict their favorite landmark at the end of their trip [19]. 

 For example, Girardin et al., [18] studied tourist dynamics using platform explicitly 

disclosed location information from Flickr. They designed geo-visualization models to reveal 

the tourist activity and flows in space and time. The authors retrieved 81,017 photos taken by 

4,280 photographers over a period of two years from the popular photo-sharing web platform 

Flickr. Based on the time and the disclosed location of the photos, they extracted records of 

their presence and performed statistical analysis that separates visitors from inhabitants of the 

city being used in the study (Florence). These outputs allow the evaluation of the potential of 

using people-generated geographically referenced information to contribute to understanding 

how people travel and experience the city [18]. The authors identified four constraints that 

affect capturing of mobility data for travel surveys. The four constraints are scalability, 

longitudinal studies, individual consents and privacy issues affect the following methods of 

performing travel surveys; GPS, GSM (device –based), GSM (aggregated network-based) 

and Bluetooth. The authors argue that while social media data does not overcome all the 

constraints, it has improved human mobility and human behavior studies. Their result shows 

that social media data from explicitly disclosed spatio-temporal data coming from public web 

platforms can overcome these constraints and provide additional insights in understanding 

the dynamics of travelers.  

Movement of mobile phone users can be captured as trajectories using the time-stamped 
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and geotagged photos or check-in records shared by the users on social networking sites. The 

study by Kurashima et al. [11] used geotagged photos from social media photo-sharing 

websites for route recommendation. Their recommendation was characterized by the 

introduction of traveler’s interest and the desired time to spend at a location instead of 

relying on the construction of routes based on a user rating system [11]. The authors used 

four probabilistic models (Multinomial model, Markov model, Topic model and Markov-

Topic model) to predict the next landmark to be visited by a traveler. The studies by 

Kisilevich et al. [12] and Kurashima et al. [11] used Flickr geotagged photos to draw a route 

recommendation. Procedures in their studies involved: the extraction of photos through the 

Application Program Interface (API) of the social networking site and “running analysis to 

cluster, infer relationships and extract features from the collected data” including the 

information stored in tags which are provided by user input [13, 11,14, 4, 1]. However, 

clustering techniques can show the attractiveness of places without the involvement of 

temporal dimension [12] while user inputs (tags) can be utilized for individual route 

recommendation. 

The studies by Memon, et al. [2], Sun, et al., [15] and Serdyukov, et al. [16] all used 

geotagged photos in travel recommendation, but none of the research predicted the next 

destination of a frequent traveler. Memon et al. [2] used the user’s travel history to predict 

the user’s preference in Chinese cities. The authors used density-based clustering algorithms 

to cluster user locations and associated geo-tags and then modeled user preferences and user 

similarities. The authors were able to predict tourist preferences at the city level more 

precisely. 

In the study of Sun et al. [15] “Road-based travel recommendation using geotagged 
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images”, they presented a new travel recommendation approach integrating landmarks and 

travel routings. The authors proposed a novel approach in which the primary unit of routing 

searching is separate road segments instead of the traditional GPS enabled devices. Using 

spatial clustering method, the authors generated clusters of images, identified essential 

landmarks from the clusters, and ranked the landmarks in terms of tourism popularity. The 

authors also calculated the tourism popularity of roads and identified geotagged images 

posted in those locations. They generated appropriate routing between two landmarks using 

recommendation index (a variable that quantifies the overall popularity of the road). Their 

model demonstrates that the approach can recommend the user suitable routings considering 

the images, points of interests (POI) and road length [15].  

A lot of studies have developed different models which have been used in the study of 

geotagged photos, landmark identification, user behaviors and destination predictions. For 

example, in the study of Beira et al. [16] to predict human mobility through the assimilation 

of social media traces into mobility models, they proposed a hybrid model of human mobility 

that integrates a large-scale publicly available dataset from Flickr with classical gravity 

model under a stacked regression procedure. The result shows that the hybrid models afford 

enhanced mobility prediction at different spatial scales. 

Popescu & Grefenstette [19] used geotagged Flickr photos to study the duration of time it 

takes a tourist to visit a tourist attraction site, which varies between different tourist attraction 

sites. Their study provided more insight into the duration of time it takes a tourist to visit a 

particular site based on the timestamp on the photos posted to social networking sites. In a 

similar study, Hung et al. [6] also presented a new trajectory pattern mining framework 

called Clustering Clues of Trajectories (CCT), which is used to discover trajectory routes that 
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represent frequent movement behaviors of a Flickr user. The authors proposed two methods, 

one clue-aware trajectory similarity which is used to measure the clues between two 

trajectories and clue-aware trajectory clustering algorithm to cluster similar trajectories into 

groups to capture the movement behaviors of the user.  

Other studies have used geotagged photos posted on the social networking sites by 

tourists to study and identify popular landmarks in different cities. In a study by Zheng et al. 

[20], they developed a landmark recognition engine which automatically mines frequently 

photographed landmarks from a large collection of geotagged photos. The authors performed 

clustering on mined hashtags, GPS coordinates and images of popular landmarks in photo 

sharing websites like Picasa and Panoramio in other to extract landmark names. They also 

retrieved landmark names from the travel guide articles from websites, such as Wikitravel. 

The landmark recognition engine developed by Zheng et al. is used to recognize the presence 

of a landmark in an image and also contributes to a worldwide landmark database that 

organizes and indexes landmarks, regarding geographical locations, popularities, cultural 

values and social functions. Zheng et al. [20]. 

Similarly, Girardin et al., [18] leveraged on explicitly disclosed location information to 

understand tourist dynamics. In their research, they analyzed tourist flows in the Province of 

Florence, Italy based on a corpus of geo-annotated Flickr photos. The authors used a geo-

visualization model to reveal the tourist concentration, points of interests and spatiotemporal 

flow of tourists in the city of Florence. Also, Popescu & Grefenstette [19] deduced trip-

related information from Flickr photos by using an automatically constituted gazetteer [21] 

and sets of geotagged and time-stamped photos to extract information about trips described 

by Flickr photos. The author's used geographical gazetteer from Popescu et al., [21] which 
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has a broad coverage of tourist site names, site types and their GPS coordinates to validate 

their results. The result shows that from many individual behaviors, they can thus estimate 

user behavior by averaging all the times found for each visitor attraction, and automatically 

add these estimations of visit times to the tourist sites descriptions in the gazetteer from 

Popescu et al., [21]. Their result deduced visiting durations for attraction sites in four major 

cities in London, New York, Paris and San Francisco.  

Other studies have used geotagged photos to predict travel behaviors of tourists.  A study 

by Clements et al. [23] used Flickr geotagged photos to predict user travel behavior. The 

author's used mean shift algorithm and Gaussian kernel to predict a user’s favorite locations 

in a city based on the users Flickr geotagged photos uploaded in other cities. Another study 

by Rattenbury et al., [22] extracted geographic and events database from Flickr metadata 

using a burst analysis technique by which 85% of the automatically mined place names were 

correct and were also approximately situated. Similarly, a study by Kisilevich et al. [12] on 

spatiotemporal clustering derived user’s trajectories based on geotagged photos and time 

span given by the photo session (time spent from the first taken photo to the last). The 

authors used trajectory clustering algorithm to study clustering across domains. In the same 

way, Crandall & Snavely [14] used online photo collections to reconstruct information about 

the world and its inhabitants by developing automatic algorithms that analyzed large 

collections of imagery to understand and model people and places at a global scale and local 

scale. The result of their model for analyzing the world at a global scale can automatically 

create annotated world maps by finding the most photographed cities and landmarks, 

inferring place names from text tags, and analyzing the images themselves to identify 

“canonical” images to summarize each place [14].  



 

10 

2.3 Multinomial Naïve Bayes Model 

Multinomial Naive Bayes is a first-order probabilistic classifier and a specialized version 

of Naïve Bayes. According to McCallum & Nigam, [24], Bayesian probabilistic approaches 

make strong assumptions about how the data is generated, and posit a probabilistic model 

that embodies these assumptions; then they use a collection of labeled training examples to 

estimate the parameters of the generative model. Multinomial Naïve Bayes Model captures 

word frequency information in documents (in our case country codes). In the Multinomial 

Model, a document is an ordered sequence of word events, drawn from the same vocabulary 

V. We assume that the lengths of documents are independent of class. The authors made a 

similar Naive Bayes assumption that the probability of each word event in a document is 

independent of the word's context and position in the document. Thus, each document di is 

drawn from a Multinomial distribution of words with as many independent trials as the 

length of di. This yields the familiar “bag of words" representation for documents. Nit is 

defined as the number of times word wt occurred in document di. Then, the probability of a 

document is simply the Multinomial distribution:  

P(di|𝑐𝑗; θ) = 𝑃(|di|)|di|! ∏  

|𝑉|

𝑡=1

𝑃(wt|cj; 𝜃)
Nit

Nit!
  

In the study by Domingos & Pazzani [25] on the optimality of the simple Bayesian classifier 

under zero-one loss, the authors argued that the question about the optimality of the simple 

Bayesian classifier has not been answered because it performs well only in domains 

containing explicit attribute dependencies. The authors show that, although the Bayesian 

classifier’s probability estimates are only optimal under quadratic loss if the independence 

assumption holds, the classifier itself can be optimal under zero-one loss (misclassification 

  (1)   
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rate) even when this assumption is violated by a wide margin [25]. The authors addressed 

that Bayesian classifier has a much greater range of applicability than previously thought. 

They show in their study that Bayesian classifier was shown to be optimal for learning 

conjunctions and disjunctions. Bayesian classifier even when it is not optimal may still 

perform better than classifiers with greater representational power, such as C4.5, PEBLS, and 

CN2 [25]. According to Domingos & Pazzani, [25] Bayesian classifier often out-performs 

more powerful classifiers for common training set size and numbers of attributes.  

Another study by Friedman et al. [26] argued that supervised learning has shown that a 

surprisingly simple Bayesian classifier with strong assumptions of independence among 

features, called Naive Bayes, is competitive with state-of-the-art classifiers such as C4.5. 

This fact raises the question of whether a classifier with less restrictive assumptions can 

perform even better [26]. According to Friedman et al. [26], One of the most effective 

classifiers, in the sense that its predictive performance is competitive with state-of-the-art 

classifiers, is Naive Bayes classifier. This classifier learns from training data the conditional 

probability of each attribute. Classification is then done by applying Bayes rule to compute 

the probability of C given the particular instance of A1,..., An, and then predicting the class 

with the highest posterior probability. This computation is rendered feasible by making a 

strong independence assumption: all the attributes A1…., An are conditionally independent 

given the value of the class C. By independence we mean probabilistic independence, that is, 

A is independent of B given C whenever Pr(A|B,C) = Pr(A|C)for all possible values of A, B, 

and C, whenever Pr(C) > 0 [26]. 
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Figure 1. The structure of the Naive Bayes network (Friedman et al. 1997). 

 

Multinomial Naïve Bayes has been used in a lot of location-based studies. Hobel et al. 

[27] adapted Multinomial Naïve Bayes in their study on deriving the geographic footprint of 

cognitive regions. The authors described Multinomial Naïve Bayes as a powerful machine 

learning model. The authors [27] used a semantic representation of geographic regions 

extracted from a GIS and passed over to machine learning algorithm (Naïve Bayes) which 

learns from the pre-classified samples and locates other areas according to semantic 

similarity. 

In a study on monitoring public health concerns health information visualization by Ji et 

al. [28], the authors used tweets to keep track of spreading epidemics, the locations of disease 

spread and also understand the concerns of the population on the disease outbreak. In their 

study, Ji et al. [28] employed three machine learning-based algorithms; Naïve Bayes, 

Multinomial Naïve Bayes and Support Vector Machine. Multinomial Naïve Bayes achieved 

overall best results and took significantly less time in building the classifier. Multinomial 

Naïve Bayes has been shown to perform well in a variety of domain in machine learning, Bo 

et al. [29] adapted Multinomial Naïve Bayes in Geolocation prediction for two reasons (1) it 

incorporates a class prior, allowing it to classify an instance in the absence of any features 

C 

A1 A2 

An 
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shared with the training data; and (2) generative models outperform discriminative models 

when training data is relatively scarce [29, 30], other studies for example (Ashbrook & 

Starner [10], Marmasse & Schmandt [9], Kurashima et al. [11], Kurumm & Horvitz [5, 7] all 

adapted multinomial Naïve Bayes in their respective studies. 

We choose multinomial Naïve Bayes as our model for this research because it has been 

proven by many studies (e.g.; Hobel et al. [27], Ji et al. [28], Bo et al. [29], Kurashima et al. 

[11]) to out-perform other powerful machine learning algorithms. Multinomial Naïve Bayes 

performs well with a large training dataset. Our Flickr dataset contains over 17 million 

features. The number of distinct countries visited by all users in our training dataset will be 

the vocabulary size, while the travel history of the users and the countries visited by the users 

were used as the training features. Multinomial Naïve Bayes is a very good machine learning 

model because it learns from pre-classified samples (training vectors) and classifies other 

unclassified feature vectors according to their similarity with the given training vectors [27]. 

Multinomial Naive Bayes model assumes that the features are conditionally independent of 

one another, it incorporates a class prior, allowing it to classify an instance in the absence of 

any feature shared with the training data and generates a posterior probability from the test 

data [29]. Multinomial Naïve Bayes model is very efficient because it takes less time to build 

as compared to other machine learning or classification algorithms [28]. 
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Chapter 3 

Methodology 

3.1 Dataset and Pre-processing 

In this research, we used publicly available Creative Commons dataset published by 

Flickr in 2014. The dataset contains over 48 million photos posted by over 216,000 users 

randomly sampled globally between 2004 – 2014[1]. The geotagged photos contain attributes 

supplied by the user when they uploaded the photo. These attributes include date and time, 

longitude and latitude, country code, etc.   

We cleaned the noise in the data by selecting only the users from the United States who 

uploaded more than three geotagged photos outside the United States. This is to improve the 

accuracy of the model, and we want to make sure that the result will not be skewed by users 

who visited only one or two countries or users who uploaded photos with no country code. 

 

Figure 2. Location of photos posted by United States users 
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 From the users that met all the above requirements, we selected ten countries with the 

highest number of photos uploaded as shown in Table 1. We also calculated number of 

photos posted in each country. 

Table 1. Top 10 countries according to photos uploaded 

Country Name Country Code Number of Photos Uploaded 

United 

Kingdom 
206 4,740,726 

Spain 187 2,219,985 

France 64 1,921,398 

Germany 71 1,766,505 

Canada 23 1,606,389 

Italy 85 1,375,926 

Japan 88 1,233,758 

Australia 8 1,017,326 

Netherlands 153 823,044 

China 29 565,325 

 

As part of summarizing the descriptive statistics, we used probability theory to calculate 

the direction of travel and different probabilities of visits among the ten countries selected by 

U.S travelers based on their past travel history. For example, we calculated the probability of 

a user from the United States visiting other countries in Europe after their first visit to the 

United Kingdom or the probability of visiting other countries in Asia after visiting Japan. For 

each of the countries, we calculated the total number of United States visitors who visited the 

country with the study period as shown in Figure 3. 
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Figure 3. Visiting patterns for United States travelers 

To calculate the probability of visits, for each country pair among the ten countries selected, 

we calculated the total number of users that visited the first country before visiting the 

second country based on the timestamp of when the photo was uploaded; we call that number 

N1. The total number of users with geotagged photos that met the requirements of our 

analysis is N2.  

For probability calculation, P =
𝑁1

𝑁2
, we repeated this for all the countries selected. Table 4 

shows travel directions between different countries. 

 
3.2  Analysis Framework 

Bayes theorem uses the combination of prior and likelihood probabilities from training 

data to calculate posterior probabilities for the test data. 

( | ) ( )
( | )

( )
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prior probability. P(B/A) is the likelihood or conditional probability, which is the probability 

of observing event B given that A is true. P(A) and P(B) is the probability of event A or B 

happening, and it is independent of other events.  P(B) is called model evidence or marginal 

likelihood, that is, the factor is the same for all possible events being considered.  

The Multinomial Naïve Bayes classifier is a probabilistic classifier based on Bayes theorem 

with strong and naïve assumptions that the features used in classification are independent. 

This is called conditional independence [31]. Multinomial Naïve Bayes has been used widely 

in text classification, spam email detection, personal email sorting, document categorization, 

language detection and prediction. Multinomial Naïve Bayes takes into account multiple 

occurrences (count) of features used in classification; this is the main difference between 

Multinomial Naïve Bayes, Binarized Multinomial Naïve Bayes, and Bernoulli Naïve Bayes. 

We applied this rule to our training dataset. The document is the timestamped ordered 

sequence of countries where photos were uploaded (hereafter referred to as features) by the 

users. The document size is the number of users in the training dataset. The class is the ten 

countries selected. The features are the country codes. Again, we make a Naïve Bayes 

assumption that the probability of each feature in a class is independent of the features 

context and position in the document. Thus our training set is drawn from a multinomial 

distribution of features with as many independent features as the length of the training set. 

3.2.1 Data Training 

The training dataset contains 80% records randomly selected from the dataset while 

remaining 20% were used for testing. We chose an 80/20 division for the training/testing set 

because this is a commonly used ratio used in machine learning research, asMultinomial 

Naïve Bayes classifier performs better with more training data. Although other ratios have 
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also been adopted. For example, McCallum & Nigam [24] in their research used 70/30 ratio 

and in another study 50/50 ratio, while other studies have used 67/33 and 60/40. The training 

dataset contains attributes like usernames, date and time, longitude, and latitude and country 

codes of countries where the photos were uploaded. For example, if we want to train the 

classifier for users who uploaded photos in the United Kingdom (country code 206), we 

count all the users who have feature 206 in their trajectory and mark them as “visited_206”, 

we use the features before 206 as the training features. In the same way, all the users who 

have no feature 206 will be marked as “no visit to_206” and all the features in their trajectory 

used as training features for not visiting 206. The trained model produced prior probabilities 

and likelihood probabilities of visiting and not visiting 206 respectively. The two 

probabilities will be used to calculate the posterior probability in the test dataset. An example 

is shown below. 

To compute prior probabilities for a feature belonging to class A, we use Equation 3, 

 

𝑃(𝐴)  =  
∑ 𝑉

𝑈
 

    

P(A) is the prior probability of features belonging to class A. ∑V is the sum of the count of 

features that belong to class A. U is the size of the document. 

We also calculated the prior probabilities for a feature not belonging to class A using 

Equation 4, 

𝑃(𝑛𝑜𝑡𝐴)  =  
∑ V

U
 

P(notA) is the prior probability of a feature not belonging to class A. ∑V is the sum of the 

count of features not belonging to a class. U is the size of the document.  

To compute the likelihood probabilities of features (in this case B) belonging to a class A and 

  (3)   

 (4) 
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likelihood probabilities of features not belonging to class A, we use Equations 5 and 6 below. 

𝑃(𝐵/𝐴)  =  
∑ C

∑ D +∑ E
 

Equation 5 is used to calculate the likelihood probability of feature B in class A, i.e., 

P(B/A). ∑C  is the sum of the count of occurrence of feature B in class A. Then ∑𝐷 is the 

sum of count of features B before feature A while  ∑E is the sum of number of unique 

features in the dataset. 

 

P(B/notA)  =  
∑ 𝐶𝑛𝑜𝑡𝐴

∑ 𝐷𝑛𝑜𝑡𝐴  + ∑E
 

 

Equation 6 is used to calculate the likelihood of feature B not belonging to class A, i.e., 

P(B/notA). ∑𝐶𝑛𝑜𝑡𝐴 is the count of occurrence where features B does not belong to class A, 

∑𝐷𝑛𝑜𝑡𝐴 is the count of occurrence where feature A is not in the trajectory while  ∑E is the 

sum of number of unique features in the dataset.  

We demonstrate a simple worked example from Table 2, using country code 206 as an 

example. 

Table 2. Sample training data 

User_id Countries visited 

10006374@N03 {119,23} 

10014738@N05 {238,85,206} 

10016029@N04 {81,206} 

10017016@N03 {64,85} 

10017201@N02 {85,23} 

10017367@N03 {50,206,71,85} 

100460312@N04 {71,206} 

10019779@N00 {82,185,187} 

 

Prior probabilities of features belonging to class 206 and not belonging to class 206, using 

 (5)    

 (6) 
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Equation 3,  

P(206) = 
4

8
 = 0.5 ≈ 50%.  

For the probability of not belonging to 206, using Equation 4,  

P(N206) = 
4

8
  = 0.5 ≈ 50%.  

For all the features in the training dataset, to calculate the likelihood probabilities of features 

belonging to class 206, using Equation 5,  

P(119|206) =
0+1

5+12
 = 

1

17
 , P(23|206) = 

0+1

5+12
 = 

1

17
 etc., when a particular feature does not 

appear in a document, its conditional probability is equal to 0, to avoid this problem, we use 

add-one or Laplace smoothing by adding 1.  

To calculate the likelihood probabilities of features not belonging to class 206, using 

Equation 6,  

P(119|N206) = 
1+1

9+12
 = 

2

21
, P(23|N206) = 

2+1

9+12
 = 

3

21
 etc, again we added Laplace smoothing by 

adding 1. 

As shown, the trained model produced four probabilities, two prior probabilities and two 

likelihood probabilities for user 1 with two features (119 & 23). 

 

3.2.2 Testing  

We used the remaining 20% of our dataset as test data. We used the results from the 

training set to calculate the posterior probability and then used the selected posterior 

probability to test the accuracy of the model. We did this using Equations 7, 8, 9 and 10. 

P(A/B) ∝ P(A) x P(B/A)  

P(Anot/B) ∝ P(Anot) x P(B/Anot)  

 (7) 

 (8) 
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      Equations 6 and 7 are varying the proportionality over A for a given B. 

  
     

           

/     /
/  =

{ /     / /     / }not not not

P A B P A x P B A
P A test

P A B P A x P B A P A B P A x P B A
               (9) 

 
     

           

/     /
/  =

{ /     / /     / }

not not not
not

not not not

P A B P A x P B A
P A test

P A B P A x P B A P A B P A x P B A
          (10) 

Using Equations 9 and 10, for each user in the test dataset, we calculated the posterior 

probabilities of belonging to class 206 and posterior probability of not belonging to class 206 

respectively and compare it to the actual travel history of each user to check the accuracy of 

our model.  Equations 9 and 10 is a combination of priors and likelihood probabilities from 

Equations 7 and 8 respectively.  

For our prediction, we compare the two posterior probabilities; the highest probability is used 

to classify a user to either belonging to class 206 or not belonging to class 206. The same 

steps will be repeated for all the classes and users in the dataset. 

Again, we demonstrate a simple worked example from Table 3, using country code 206 as an 

example. 

Table 3 Sample testing data 

User_id Countries visited 

10020416@N06 {153,23,206} 

100212960@N05 {82,185,50} 

10021381@N05 {50,153,206} 

10022497@N03 {81,71,85} 

 

For user 1 in the test dataset, the posterior probabilities of belonging and not belonging to 

class 206 is given as;  

P(206|test) α 
4

8
 * 

1

17
 = 

4

136
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P(N206|test)  α 
4

8
 * 

3

21
 = 

12

168
 

P(206|test) =  
𝟒

𝟏𝟑𝟔
 

(
𝟒

𝟏𝟑𝟔
 + 

𝟏𝟐

𝟏𝟔𝟖
) 

= 0.292 ≈ 29% 

P(N206|test) = 

𝟏𝟐

𝟏𝟔𝟖
 

(
𝟏𝟐

𝟏𝟔𝟖
 + 

𝟒

𝟏𝟑𝟔
) 

= 0.71 ≈ 71% 

From the example above, given the trajectory of user1, it shows that the user belongs to class 

206 which is the truth, but our model predicts that there is only a 29% probability of the user 

being classified to class 206 and there is a 71% probability of the user not being classified to 

class 206. The poor accuracy of the prediction is because we trained the model on only two 

features. We are only using this example as an illustration of how the Multinomial Naïve 

Bayes classifier works in document classification.  
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CHAPTER 4 

Results 

4.1 Travel Flow 

The results of our probability analysis calculating travel flow between different countries 

shows that majority of U.S traveler’s destinations are Canada and United Kingdom. Also, the 

result shows that European countries have the highest probabilities for a U.S tourists to visit 

different countries when they visit Europe. The reason for this is because European countries 

are close to each other and the train system makes it easy to ride a train from one country to 

another. Table 4 shows nine probabilities of a U.S visitor visiting other countries after their 

first visited country (the first country visited is the first column in Table 4).  From Table 4, 

France has the highest probability of visit (23%) after a visit to Netherland, Germany has the 

21% probability of visit, the United Kingdom has 20% probability of visit and China has the 

least probability of visit (7%) after a visit to Netherland. Australia has the lowest probability 

of being visited (4%) after a visit to Canada, followed by Japan 5% and China 5%. 

Table 4. Probabilities of a US Flickr user visiting different countries 

Top 10 

countries 

visited 
United 

Kingdom Spain Germany Italy France Canada Australia Japan Netherland China 
United 

Kingdom 0 11.45% 15.25% 12.73% 21.19% 15.84% 5.51% 6.44% 10.14% 6.41% 
Spain 16.77% 0 15.28% 15.48% 18.93% 14.94% 5.75% 7.23% 10.62% 6.63% 
Germany 17.18% 12.47% 0 15.43% 21.06% 15.09% 4.56% 6.79% 13.00% 7.47% 
Italy 16.19% 13.96% 15.76% 0 18.76% 14.61% 4.42% 6.05% 9.92% 6.11% 
France 17.90% 13.86% 16.09% 16.92% 0 15.26% 4.38% 6.50% 10.99% 7.10% 
Canada 11.85% 6.20% 8.92% 7.73% 10.50% 0 3.63% 4.88% 5.65% 5.08% 
Australia 14.25% 10.56% 12.21% 11.07% 16.28% 16.28% 0 9.92% 7.76% 9.67% 
Japan 13.67% 8.73% 12.52% 8.48% 13.67% 14.00% 5.52% 0 6.84% 12.44% 
Netherland 19.57% 14.29% 20.69% 14.84% 23.01% 14.84% 5.19% 7.70% 0 7.42% 
China 11.83% 9.39% 10.39% 8.58% 11.47% 14.27% 6.05% 8.85% 7.05% 0 
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4.2 Prediction 

To predict if a user has been to a certain country using Multinomial Naïve Bayes model, 

the total number of users from the dataset that met the requirements for analysis was 5,132. 

For training, 4,136 users were used to train the model while 996 were used to test the model. 

The prior probabilities for features belonging to a class as shown in Table 5 for the ten 

classes selected show that fewer users from the training set visited the ten classes. The prior 

probabilities of no visit were high for all the ten classes. 

Table 5 prior probabilities of visit and no visit to the ten classes for the training set 

Class Visit to Class No Visit to Class 

29 14% 86% 

88 15% 85% 

206 42% 58% 

8 11% 89% 

64 39% 61% 

71 31% 69% 

85 27% 73% 

187 22% 78% 

23 37% 63% 

153 18% 82% 

 

The likelihood probabilities of features belonging to the classes also show a big gap between 

the likelihood of a feature belonging to a class and a feature not belonging to a class, which is 

in agreement to the prior probabilities. The number of users who visited the ten classes are 

less than the number of users who did not visit the ten classes. As shown in figure 4 and 5, 

classes 29 and 88 are China and Japan respectively. 
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Figure 4 likelihood probabilities of features belonging to class 29 & class 88 (Table 5). 

 For testing, we used the priors and likelihoods results from the training data to calculate 

the posterior probabilities of the users belonging to a class. Figure 5 shows the posterior 

probabilities for all the users for two classes. The posterior probabilities show that the higher 

probabilities are for the no visit which corresponds to the results from the training set. 

 

Figure 5 posterior probabilities of features belonging to class 29 & class 88 (table 5). 

 We classified the users using the posterior probabilities. To classify a user as visiting a 
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class, we compared the posterior probability of visit and the posterior probability of no visit, 

if the posterior probability of visit is higher than the posterior probability of no visit, that user 

is classified as visit to that class, if the posterior probability of no visit is higher than the 

probability of visit, that user is classified as no visit to that class. Those users classified as 

visit to a class is the prediction. As shown in Table 6, the prediction table is sorted from 

highest to lowest predicted number of user visits for each class. 

Table 6 predicted users for each class 

Class Predicted users to class Accuracy 

206 119 58% 

64 103 62% 

71 90 66% 

85 64 71% 

29 48 76% 

88 45 76% 

23 26 83% 

187 24 83% 

8 22 85% 

153 12 87%  

 

We tested the accuracy of the model by dividing the difference between the truth and 

predicted results by the number of users in the test dataset. 

It is interesting to notice that the classes that had the most number of photos uploaded 

from Table 1(206) also had the most number of users predicted to that class but with the 

lowest accuracy. The reason for that is because most of the photos uploaded in 206 were 

uploaded by a few users, and during training and testing, we only used one photo per user 

and not all the photos from each user. We did this to make sure that our result is not skewed 

as some users uploaded thousands of photos in one country. Netherland (153) had the most 
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accurate prediction because, from the test training data, most of the users actually visited 

Netherland.  

The results from the prior and likelihood show that the probability of users that did not 

belong to a class was higher than the probability of users that belong to the classes, this again 

is because of the number of users that meet the requirements for our analysis. If the number 

of users in the training and test dataset is increased significantly, the prior and likelihood 

probabilities of visit as well as the posterior probabilities will significantly increase with a 

better accuracy result. 
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CHAPTER 5 

Conclusion 

This research generated valuable information in identifying user behavior patterns which 

will be beneficial to the tourism industry in different countries, travel agencies and future U.S 

travelers. The results also lead to a better understanding of travel patterns of a frequent 

traveler and the order of their visits to different countries. Our results will be a useful 

resource for travel agencies and U.S travelers in planning their future travel destinations. Our 

results from the travel flow analysis between countries show that European countries are very 

popular destinations for tourists from the United States. In future research, we will 

studyglobal travel flow pattern to better understand the travel preferences of travelers from 

other countries around the world. For example, it will be interesting to model the travel flows 

and countries visited by travelers from China, the Caribbean, South America and Africa. 

For our prediction, we used Multinomial Naïve Bayes a machine learning algorithm to 

analyze location-based social media data from Flickr with advanced data processing 

techniques and predict if a user is likely to visit a particular country (class) based on their 

past travel history. Our results show that the accuracy of the model is satisfactory.  

In future research, we will improve the sample size and conduct a sensitivity analysis for 

the training and test dataset ratios to improve the model accuracy. We will also incorporate 

more attribute into the training and test dataset to improve the accuracy of the model. Some 

of the attributes will include adding more features and increasing the number of classes in 

our training and test dataset. 

 The accuracy of the model will improve if we add more dataset as Multinomial Naive 

Bayes is known to perform better with a larger dataset. Another thing we will do in our future 
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research is to train the same data with another classifier like Support Vector Machine or 

Markov Model and compare the predicted results and the accuracy of the models to see 

which of the machine learning algorithms that will perform better in classifying Flickr data. 
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