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SINGULAR MONGE-AMPERE EQUATIONS OVER
CONVEX DOMAINS

MENGNI LI

ABSTRACT. In this article we are interested in the Dirichlet problem for a
class of singular Monge-Ampére equations over convex domains being either
bounded or unbounded. By constructing a family of sub-solutions, we prove
the existence and global Holder estimates of convex solutions to the problem
over convex domains. The global regularity provided essentially depends on
the convexity of the domain.

1. INTRODUCTION

Let us consider the Dirichlet problem of Monge-Ampere equation
det D*u = |u|™® in Q,

1.1
u=0 on 0f, (L.1)

where a > 0 is a constant, Q@ C R™(n > 2) is a convex domain and u: 2 - R is a
convex function. We note that the problem is invariant under translation and
rotation transformations. In this paper, our main purpose is to settle the issue of
the existence and global regularity of the solution u to problem over convex
domains, including both bounded convex domains and unbounded convex domains.

This type of equations is one of the most important fully nonlinear partial differ-
ential equations and plays a fundamental role in a profusion of geometric applica-
tions. It is known that the equation in arises from the L,-Minkowski problem
when we denote &« = 1 —p. As a generalization of the classical Minkowski problem
[21], the L,-Minkowski problem was first proposed to explore convex bodies in Rt
with given p-area measures by Lutwak [20], and was furthermore associated with
self-similar solutions to Gauss curvature flows by Andrews [I] and Urbas [23]. In
particular, the L,-Minkowski problem with p = —n — 1 (namely a = n + 2), corre-
sponding to the critical exponent case, is interpreted as the centroaffine Minkowski
problem [0, []. To elaborate a little bit on a solution u to problem with
a=n+2, (=1/u) ) ugz,.,dridx; gives the Hilbert metric in convex domain [19],
and the Legendre transform of « defines a complete hyperbolic affine sphere [4 [5].
The readers may consult [3} [7, 10, 15 22] and the references therein for more related
topics.
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In the past four decades, a great deal of mathematical effort has been devoted to
developing the global regularity theory of the problem ; see [2, 4L 8, 12 13 14
16}, 17,18, [22] for example. A pivotal observation has been that the equation in
becomes singular on the boundary 90 by virtue of w = 0 there. This singularity
will inevitably lead to the phenomena that the gradient Du may blow up at the
boundary and hence the optimal global regularity of the solution u should be Hélder
continuous. Specifically, based on the (a,n) type domain introduced by Jian and Li
[12], the corresponding Holder exponent for a class of Monge-Ampére type equations
can be independent of the smoothness of domain but only essentially depends on
the convexity of domain [12] 13| [18]. However, only the bounded domains were
addressed, except for [I1] where the existence of solution to with o =n + 2
was obtainable on a class of unbounded domains. The main motivation of this
paper is to extend such result to with more general o, and moreover prove the
existence and global regularity results on convex domains being either bounded or
unbounded.

Before stating the main results, we first review the concept of (a,7n) type domain
in [I2] to describe the convexity of domain. Roughly speaking, the less is the
parameter a, the more convex is the domain. We also refer the readers to [I§] for
a careful understanding of the geometry at one point as the parameter a varies.

Definition 1.1. Suppose that €2 is a bounded convex domain in R™ and xy € 9f2.
We say xq is (a,7n) type if there exist numbers a € [1,4+o00] and 7 > 0 such that
after translation and rotation transforms, we have

zo=0 and QC{z= (2 ,z,) €R": 2, =nlz'|"}.
The domain (2 is called (a,n) type domain if its every boundary point is (a,n) type.

We note that for the case a € [1,2), there exists no (a,n) type domain though
some boundary points might be (a,n) type. Thus we need only consider the (a,n)
type domain with a € [2, +00] from now on.

Based on the existence of the solution to over bounded convex domains
[4 T3], we can derive the following global regularity result for , which can be
regarded as a direct consequence of setting F'(z,u, Vu) = |u|~* with o > 0 in [I8].
We point out that we merely pay attention to the singular case o > 0 in this paper,
despite the fact that the assumption a > 0 can be trivially relaxed to @ > 0 in
what follows.

Theorem 1.2. Suppose Q C R™ is an (a,n) type domain with a € [2,+0o0]. If u is
2(atn—1) __
a convex generalized solution to the problem (1.1), then u € C et )y (Q) and

lu| 26a4n-1y < C(a,n, a,n,diam(Q)).
¢ atmta) (Q)

As our first goal is to show that this global regularity result for problem
over bounded convex domains reflects the relation of the Hélder exponent with the
convexity of the domain. In particular, when we take a = 2, 2 corresponds to a
bounded convex domain satisfying exterior sphere condition (see [12] Definition 2.1
and Lemma 2.1] for details), and moreover, when we take a = 400, ) represents a
general bounded convex domain (see [I8, Remark 2.3] for details). We would like
to individually present this global regularity result for the two extreme cases a = 2
and a = +oo as the following two corollaries in light of their geometric significance.
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Corollary 1.3. Suppose 0 C R™ is a bounded convex domain satisfying exterior
sphere condition. If u is a convex generalized solution to the problem (L.1)), then
ue Crta (Q) and
\u|0$(ﬁ) < C(a,n, a,n,diam(£2)).
Corollary 1.4. Suppose Q C R™ is a bounded convex domain. If u is a convex
5
generalized solution to the problem (1.1), then u € C»+a(Q) and

_ < C(a,n,diam(Q)).

lu| 2
C nta (Q)

We remark here that %ﬁ;;) € [H%, %] for any a € [2,400], and it equals
n+1

wE, when a = 2 and equals n%} when @ = 4o00. Similar to [I8], the proof of
Theorem relies on carefully constructing sub-solutions and can be divided into
two parts 2 < a < +00 and a = 4+00. In addition, the proof of Corollary ie.,
the case a = 400, will provide great convenience for the subsequent study on the
unbounded domains.

The second goal of this paper concerns the existence and global regularity of the
solution to over unbounded convex domains. On the one hand, we are inspired
by the corresponding result over bounded convex domains [4} [13], for which we refer
the readers to Theorem [5.1] in Section [5] with its proof based on Corollary On
the other hand, it is not surprising to generalize the existence result in [I1] to the
problem over unbounded domains. The key ingredient still lies in a delicate
construction of sub-solutions. Precisely, our second main result is stated as follows.

Theorem 1.5. Suppose Q C R™ is an unbounded convexr domain such that O is
strictly convez at some point xg € OQ. Then problem (1.1)) admits a convex solution
u € C®(Q)NC(Q). Moreover, for any r >0, u € C=+= (QN B,.(0)) and

ul < C(a,n,diam(Q2 N B,(0))).

cwta @nB,(0))
Here B,.(0) denotes the ball in R™ centered at the origin with radius r.

An outline of this paper is as follows. In Section 2] we revisit necessary results on
the convexity and establish the general setup for choosing sub-solutions. To better
understand the geometry of (a,7) domain, we deal with two particular cases a = 2
and a = +oo of Theorem in Section [3] and Section [5] respectively. Moreover,
Section [d and Section [§] provide a complete proof for Theorem Finally, Section
[l is devoted to the construction of sub-solutions and the existence of solutions to
on unbounded convex domains, which completes the proof of Theorem [1.5

2. PRELIMINARIES

2.1. Useful observations on convexity. Firstly, we give a brief review on convex
bodies in R™ as follows.

Remark 2.1. The definitions of convex bodies and strictly convex bodies in R™ are
well known:

(i) A subset Q C R"™ is said to be convex if for every two points x,y € Q, the
line segment joining x to y is contained in ), that is, for any t € [0,1], we
have tx + (1 — t)y € .
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(ii) A subset Q C R™ is said to be strictly convex if for every two points x,y € €,
the line segment joining x to y is strictly contained in QQ, that is, for any
t € (0,1), we have tx + (1 —t)y € Q°, where Q° denotes the interior of ).

From the geometric intuition, the curvature at every boundary point of smooth con-
vex domains is nonnegative, while the curvature at every boundary point of smooth
strictly convex domains is positive. For instance, balls are not only convex but also
strictly convex, while cubes are merely convex rather than strictly convex. In addi-
tion, the concept of (a,n) type as in Deﬁm’tion gives a more precise description
of the convexity of domains, where we refer the readers to [18, Remarks 2.2 and
2.3] for more details.

Later on, we present the following fact based on rotation and translation trans-
forms of convex domains.

Lemma 2.2. Given a general convex domain 2, an invertible n-order matrix A €
M, and a point xo € R™, we denote

Q:= AQ + 20 = {y: there exists x € Q such that y = Az + z0}.
If u(x) is a convex solution to on 2, then
u(Ax + x0) = | det A|$u(w)
is a convex solution to on Q.
Proof. Let ¥ = Az + xg. Then there holds
det D?u = (det A)? det D2u = | det A|* det D2u.
According to the equation in , i.e., |u|*det D2u = 1, we infer
|u|*|det A|? det D2u = 1.
Let @ = | det A|ﬁu. Then we have
0] = | det A|~ 7% a]*
and
det D2u = det D2 (| det A| " @) = |det A|~7¥a det D24

Combining the previous three formulas, we derive

[u|* det D27 = 1.
The proof of the lemma is now complete. O

We turn to review an interesting lemma concerning the boundary Hoélder regu-
larity of convex functions over convex domains, for which we refer the readers to
[12, Lemma 2.3] for the proof.

Lemma 2.3. Let Q) be a bounded convex domain and u € C(S2) be a convex function
in Q with u|lpq = 0. If there exist A € (0,1] and M > 0 such that

lu(x)| < Md), Vx €,
where d,, = dist(z,00), then u € C*(Q) and
lulea@) < M ((diam(2))* +1).
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2.2. Equivalent conditions of sub-solution. We present the comparison prin-
ciple and define sub-solutions of (1.1]). For simplicity of expression, we denote

H[W] := det D*W - |[W|*.

We have an application of the comparison principle for fully nonlinear equations,
i.e. [8, Theorem 17.1].

Theorem 2.4 (comparison principle). Let u,v € C(Q)NC?(Q) satisfy Flu] > F[v]
i Q and u < v on 0. It then follows that u < v in €.

Definition 2.5. A non-positive function W is called a sub-solution of (1.1f) if
det D*W > |W|™ in Q,
ie. HW]>1 in Q.

For convenience of constructing sub-solutions in the next sections, we give two
equivalent conditions for which W is a sub-solution to the problem (1.1). In fact,
the only difference between these two equivalent conditions lies in what the variable
T represents.

Lemma 2.6. Consider W (z) = W (r) and write fori,j € {1,2,...,n},
W ow oW _ o*wW
T or ’ v 8(Ei’ ”_&miaxj'

Then a non-positive function W is a sub-solution to the problem (1.1) if and only
if

Wr n—1
HW] = (S5) W W[ 21 in Q.
r
Proof. For i,j € {1,2,...,n}, by direct computation, we have
Wi =W,
r
Wr W’l" Ly
Wij = 751’]’ + (WTT‘ - )xf&
r r/oror
Consequently,
W, W,
det D*W = =1+ (W, — = )007,
r T
where I is the unit matrix and 67 = (£+,..., 22). We notice that all the n eigen-
values of matrix 097 are 1,0,...,0 and thus all eigenvalues of matrix D?W are
Wir, %, cee VK Then we have the following explicit formula for det D2W:

det D2W — (?)nflwr,..

As a result, we obtain

W, \ 1
) Wlw,

H[W] = det D*W - |W|* = (
With W < 0 on 012, the lemma follows immediately. O

Lemma 2.7. Consider W (z) = W (r,z,) and write fori,j € {1,2,...,n},
ow ow 0*W

=5 P = o i = A
or’ ox;’ 7 Ox0x,
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Then a non-positive function W is a sub-solution to the problem (1.1)) if and only
if
Wr n—2 5 N ]

r
A o
2717 .
b (4 ).
where a” = (Wy1,...,Wy(,_1)) and A is the (n — 1)-order matrix. We infer that
det D?*W = det A(W,,,, — o A7 a).
For k,1 € {1,2,...,n — 1}, a direct computation gives

Proof. Let

Wy = W, 2
T
W, W,
Wi = — 6k + (WM - 7)%ﬂ,
T T T r
Wi = W, 2K
T

Thus we obtain

A= m;”u <WM - VZT)eeT,

where I is the unit matrix and 67 = (“571, ceey z”r—‘l) We note that all the n — 1
eigenvalues of matrix #97 are 1,0,...,0 and hence all eigenvalues of matrix A
are Wy, %, RN VZT. In particular, « is an eigenvector of A with respect to the

eigenvalue W,.,.. Then we obtain
Wr n—2
det A = (7) VI/T’,«7

1 _ |Wrn‘2
a = .

Wrr WT"I‘
This implies the following explicit formula for det D2WW:

det D2V = (VKT)"_QWM (W — '%g'g) - (Mf)n_2(www,m — [ Wynl?).

a’A la=al

Therefore,

Wr n—2 o
H[W] = det D*W - |[W|* = (7) (Wye W — [Won[2) W]

Combining this with W < 0 on 02, we have proved the lemma. O

3. BOUNDED CONVEX DOMAINS SATISFYING EXTERIOR SPHERE CONDITION

In this section, we focus on a bounded convex domain 2 satisfying exterior sphere
condition, or in other words, 2 is a (2,7) type domain. We construct a sub-solution
to the problem which exploits the strength of exterior sphere condition, and
then give an alternative proof of Corollary[I.3|for the case o > 1. In fact, a complete
proof of Corollary for all @ > 0 is given in the following Section [ since a = 2
is a particular case of 2 < a < +o0.

We begin with several simplifications of the problem:

(i) By Lemma it suffices to show that

nt1

u(y)| < C(n, a,n, diam(Q))dy ™", Vy € Q. (3.1)
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(ii) For any point y € 2, we can find z € 9 be the nearest boundary point
to y. Without loss of generality, we assume that the domain {2 satisfies
the exterior sphere condition with radius R. By some translations and
rotations, we can further assume z = 0, 0 € 9Q N IBr(yo),  C Br(yo),
and the line yz is the z,-axis.

We notice that the tangent plane of 2 at z = 0 is unique since z = 0 is the nearest
boundary point to y. Moreover, y is on the line determined by 0 and yo (with the
order 0, y, yo), and hence

dy = dist(y,09Q) =y — 0| = |yo — 0| = |yo —y| = R — |yo — vl
We are now ready to construct a sub-solution to (|1.1)) by using Lemma Let

n n+1

Ule) = —K(R* — lyo — a)#% = —K(R* %)%,

where r = |yo — x| and K is a positive constant to be determined such that U is a
sub-solution to (L.1]) in Q. It is trivial to see that U < 0 on {2, thus

U<u onof. (3.2)
A routine computation leads us to
1 nt1

U, = Py o (R —1?) e,

n—+ o

1 —n—2
U, = 2K 2L (R2 )it -2(R2 4 O 2y

n+ o n+ o

which gives

Up\n—1 ™ —n—2
) = (&) oo =2 grro D o 0T =2
T (n+a)n n+a«a
We split o > 1 into the following two cases:
(i) When a > n + 2, we derive that
" "
HU] > 2t D" (g2 g2y gnpente (REL” o
(n+a)m (n+a)m

Then we can take M sufficiently large such that H[U] > 1.
(ii) When 1 < a < n + 2, we infer that

(n_|_1)n( 2 a_n_2R2):27L+1Kn+a(a_1)(n+l)n 2
(n+ ) ey

Then we can take M sufficiently large such that H[U] > 1.
To sum up, for any a > 1, we always have
HU] > 1. (3.3)

According to (3.2)) and (3.3]), we obtain from Lemma [2.6] that U is a sub-solution
to the problem (1.1).
By Theorem (comparison principle), we obtain

0> u(y) =2 Ul(y).
Taking this inequality on y,-axis, we arrive at the conclusion that
lu(y)| < [U(y)|
n+1
= K(R?* — |yo — y[*) =

H[U] > 2"K"™te
n -+ «
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nt1 n41

= K(R+[yo — y|) "+ (R — |yo — y|) »+=

n+1 ntl
S KQ2R)mwedy™,
which implies (3.1)). Thus we have proved Corollary [1.3| for the case o > 1.

4. (a,m) TYPE DOMAINS WITH 2 < a < 400

In this section, we prove Theorem [I.2] for the case 2 < a < +oo, which can
imply Corollary immediately. We present here only the main procedure of the
proof and refer the readers to [18] for a rigorous derivation since this section can
be regarded as its special case F(x,u, Vu) = |u|~* with « > 0.

Firstly, we will adopt the following simplifications:

(i) Thanks to Lemma[2.3] it suffices to show that
2(a+n—1)

lu(y)] < C(a,n, a,n,diam(Q))d, """ | Vy € Q. (4.1)

(ii) For any point y € €, there exists z € 99 such that dist(y,z) = d,. Since
the domain €2 is (a,n) type, without loss of generality, we can assume z = 0
and take the line determined by y and z as the x,-axis such that

QC{z eR":z, >nlz'|*}.

We construct a sub-solution to the problem (l.1) by using Lemma From
now on, we let

Ulran) = - ((22)F =52)",

€
where b = % and ¢ is positive constant to be determined such that U is a
sub-solution to (I.1]) in Q. It is obvious that U < 0 on © and hence
U<u onoQ. (4.2)
By straightforward calculation, we obtain
2
UT’ = 5|U‘libra
2 Tpy2-11
Up=——|U" (=)= =,
ab| | ( € ) €
2 ., 4(1-0b _
U, = g‘(]|1 b ( = )‘U|1 2b7,2’
22—a), . q_p/Tnr2-21 A1 =0b), 1 _op Tnyi-21
Uppn = ————7|U —)* " - —=—=|U —)* "=,
ety L Aty e ]
41 —-b) 1o (Tny2-11
Urn =—7 U —)° >
ab? U] ( € ) €
which yields
8(a—2)(b—1) Cap Ty 2-2 o 1
2 _ 2-3b a"2.2
UrrUnn - |Urn‘ - T|U‘ (?) T ?
I
8(()* 1) 2-3b/Tn 4_91
BASAPAT 52 Inya T 2
+ a?b? U] ( € ) g2

I
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4a—2) 1o o Tny2-2 1
2 S yp(tnya o
a2b2 | | ( € ) 82

I3

To estimate Iy + I + I3, we will choose 6 € (0,1) and € = €(d,a,n) > 0 such that
5(%) 2 < 7. As a consequence, we obtain

2
a

QC{z eR"z, =nl2'|*} C{z € R”|5(i—n) > r?},

and thus

2N
2

Ty Tp
—rte (=0T (). (4.3)
€ €
Step 1: Consider the case o« +1 > 2, i.e. a > 1. We distinguish two cases:
2<a<a+landa+1<a< +oo.

Case 1: When 2 < a < a+ 1, we have b = aij;fl > 1. In such a case, we obtain
I, Is, Is > 0 and hence

Upr - Unin — |Upn|? > I = 8(22;31) |U\2*3b(x?”)%725i2
S Dyp-s(a- oyt #)i=L
= %(1 — 5)@—2|U|2—b—ab€i2_
This and the formula of H[-] in Lemma imply
U, \n-2
H[U] = (7) (Urr U — [Unn|?) U]
z <§|Ull*b>"*28<§2;3” (1 - o) U Sl
- (%)H_QS(;;?,I) (1- 5)‘172;2.

Since b > 1, we can take ¢ = C(a, @, n,d) > 0 sufficiently small such that
H[U]>1 in Q. (4.4)

By (4.2), (#.4) and Lemma[2.7] we conclude that U is a sub-solution to the problem

D).
By Theorem (comparison principle), we obtain

0= u(y) > Uy).

Restricting this inequality onto y,-axis, we have

lu()| < U ()| < (m)

&lw

2
= C(a,n, o, n,diam(Q))y;:"
2(a+n—1)

= Cla,m, @, diam(2))d, "

which implies (4.1)).
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Case 2: When a+1 < a < 400, we have b = aiﬁfl (0,1]. Since a > a+1 > 2,
then I; <0, I <0, I3 > 0. On the one hand, we observe that

2

oI = 6

I = (a—Q)TZ(%)_ ) (a—2)Ls.

In view of (1.3), we obtain z,, > ¢|U|% and then
()37 < ()2 = e,

which gives rise to

Il +12 (6 a—2 1)]2
8(b—1) Tp\ioo 1
=(0(a—2)+1) 2b3 U~ 31’(6) =
1
(5 +1) 2b3 |U|2 3b|U|2b abs
8(b—1) 9 pup 1
= (6(a—2)+1) (21;3 )|U|2 S

On the other hand, since (4.3)) also yields
zn <e(l1—6)3|UI%

and moreover
(5)5 72 = (=9 HUI$) e = (1= oy,

we can infer that

4(a—2) o gy Tny2-2 1
I3 = 22 Ul (= - ) 22
Ma—2) o o ]
> - ‘U|2 2b(1 _ 5) 1‘U|b b?
4(0’ — 2) a—1 2—b—ab 1
= g TS
It follows that
Urr : Unn - |Urn|2
2(5((1—2)']—24—[2-1-]3
8(b—1)  4(a—2) -1 2-b—ab |
> — —0)* R
> (e =2+ )= + = (1= U] &

We can proceed as in Case 1 and derive that

2\n—2 8(b—1) 4(a—2) a1 1

5) ((5((1 —2)+1) a?b? + a2b? (1-9) )572

We remark here that we require

8b—-1) 4(a—2)
a?b? + a?b?

HU] > (

(1-0)*"' >0, (4.5)

(6(a—2)+1)
which is equivalent to

(@a—2)(1 -8 > (8(a—2) + 1)(% 72). (4.6)
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In fact, we note that @« > 1 and a > a+ 1 > 2 lead us to
aln+1) 9 a(n—1)+2a_2

a—2> ——~ —
n—+ « n-+«
2(n—1 2 2 -1
J2n-1+2 _ 2atn-1)
n-+ao n-+aoa
2
= - —2.
b

Thus, we can take 6 = C(a, a,n) > 0 small enough such that (4.6) holds and hence
(4.5) holds. As a result, we can take ¢ = C(a,a,n,d) > 0 sufficiently small such
that

H[U]>1 in Q. (4.7)

Using (4.2)), (4.7) and Lemma we derive that U is a sub-solution to problem
).

In view of Theorem [2.4] (comparison principle), we obtain 0 > u(y) > U(y).
Restricting this inequality onto x,,-axis, we have

lu(y)] < |[U(y)| < (yin))%

ela,a,m,

2
= Cl(a,n, a,n,diam(Q))ys"
2(a4+n—1)

= Cla,m, 0, diam(2))d, "

which leads us to (4.1)).

Step 2: Consider the case a + 1 < 2, i.e. @ < 1. In such a case, we always have
a+1<2<a<+o00.

We can adopt the same procedure as in Case 2 of Step 1 to obtain (4.1)).
Up to now, we have proved Theorem for the case 2 < a < +oo. It remains
to prove Theorem [I.2] for the case a = 4.

5. GENERAL BOUNDED CONVEX DOMAINS

In this section, we consider {2 as a general bounded convex domain, i.e., (400, 7)
type domain. We first prove Corollary and hence the a = 400 limit case of
Theorem We next apply Corollary to provide a proof for the existence
result of solutions on bounded convex domains.

5.1. Global regularity of solution on bounded convex domain. First of all,
we adopt several simplifications:

(i) According to Lemma we only need to show that

fu(y)| < Cla,n, diam(Q))dj =, Vy € .

(ii) For any point y € 2, letting z € 99 be the nearest boundary point to y, by
some translations and rotations, we can assume that z = 0, 0 € 2 C R},
and the line yz is the x,-axis with y over the plane z = 0. We remark here
that

dy = dist(y,0Q) = |y — 0] = yn.
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We now construct a sub-solution to (I.I)) based on Lemma Denote | =
diam(Q?) and let

2
V(r,z,) = —Max;p = (N?1? - 7"2)%,

where r = |2'| and M, N are positive constants to be determined such that V is a
sub-solution to the problem (1.1)) in Q. It is clear that V' < 0 on 2 and thus

V<u on 00 (5.1)
By straightforward calculation, we obtain

2
V, = Maj ™ (N?2 — r?) "2,

2 aEaliee o2l
V,=—-M xnt® (NP —1r%)2,
n—+«

2
Vyr = MN212277 (N212 — r2) "%,

2 2 2
Vo = Mo (1 2 o v o)
n—+ o n—+a«
2

9 2
Vin =M xn 1(N2l2—r2)_%r.

n—+ «
Therefore,
V'r n—2 9 o
2 2 a=n
— MTON22 2 (1 1+ r2N_2l_2)7) (N22 — 12)°7",
n—+a n—+ «

Observing that r = |2/| < diam(Q2) = [ in Q, we first take N = C(«, n, ) sufficiently
large such that
2
1—(1+r*N273H)—— >0.
n—+ao
Because N2[? —r2 € [(N? —1)I?, N2I?], we take M = C(a,n, N, 1) sufficiently large
such that

2 2 a—n
Mn+aN2l2 (1 o (1+7"2N72l72)7> (N2l2 77/.2)7 > 1.
n—+ « n-+ o
It follows that
H[V]>1 in€Q. (5.2)

This with (5.1), (5.2)), and Lemma implies that V is a sub-solution to the
problem (1.1).
Using Theorem [2.4] (comparison principle), we obtain

0= u(y) = V(y).
By taking this inequality on y,-axis, we can summarize that
2 2
lu(y)l < [V(y)| < MNlyi™ = MNldy™ .

This completes the proof of Corollary [I.4] as well as the a = +o0o case of Theorem
Combined with Section [4] we have thus completed the proof of Theorem
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5.2. Existence of solution on bounded convex domain. In fact, the existence
of solution to on bounded convex domain can be seen as a particular case of [4,
Theorem 5] and [I3] Theorem 1.1]. We state the result as the following theorem and
prove it by using Corollary The proof below will serve as a heuristic argument
to the next section dealing with unbounded convex domains.

Theorem 5.1. Suppose Q@ C R™ is a bounded convex domain. Then problem (1.1))
admits a convez solution u € C*(Q) N C(Q). Moreover, u € Cria (Q) and

_ < C(a,n,diam(Q)).

lul 2
CnFa (Q)

Proof. Let {Q;} be a sequence of bounded C? strictly convex domains such that
Qi C Qi1 and U2, Q = Q. In view of [4, Theorem 5], problem admits a
convex solution u; € C*(€;) N C(£;) for each Q;. According to Corollary we
have u; € C #(Qiz) and

|ui|Cﬁ(Qﬁ) < C(a,n, diam(;)).
Let us define u;(z) = 0 for all z € Q\ ;. Then we obtain u; € C%(ﬁ) and the
uniform Hélder estimate

2 2 < C(a,n,diam(9)).
cwia @) cnta @)
By Theorem [2.4] (comparison principle) and the proof of Corollary we also
obtain the decreasing property

0> ui(z) > uipr(x) = V(z), VYze.

Using the diagonal technique of choosing subsequence, we obtain that {u;} is lo-
cally uniformly bounded. Due to the convexity of u; and [7, Corollary A.23], it
follows that w; is locally uniformly Lipschitz and thus {u;} is locally equicontinu-
ous. Thanks to Arzela-Ascoli theorem, a subsequence of {u;} (still denoted by {u;})
locally uniformly converges to a convex function u € C(£), which also satisfies

|U|C$(ﬁ) < C(a, diam(Q),n)

and hence u € C ﬁ(ﬁ) Moreover, u € C(£2) is a convex generalized solution to
by [22, Lemma 2.2]. Based on Caffarelli’s interior C?® regularity in [2, 8], we
can derive further regularity by bootstrapping from the equation in . Repeating
the bootstrap argument, we upgrade the regularity to u € C°°(€2). The theorem
follows immediately. O

6. UNBOUNDED CONVEX DOMAINS

It remains to concentrate on the existence and global regularity result over an
unbounded convex domain 2. Similar to [II], we first construct sub-solutions to
problem over unbounded convex domains, and then the next step is to prove
Theorem [1.5] which can be regarded as an application of Section [5]in spirit.
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6.1. Construction of a sub-solution.

Lemma 6.1. Denote x = (¢, z,,) and r = |2'|. If

2n )na—n }
T
n-+«

0= {(m',xn) ER™ 1z, >4/ (

n-+«

then

n

Wi =~((=2=) )

(n+a) n+ao
is a solution to (1.1 on 2.
Proof. Tt is straightforward to compute that

27”& e 2 nia -1
W, = (( ) — 7“2) T
n—+ « 2n \"a—n

(n+o¢) n+aoa
_2n_ 2 _n__q
W, = ——_nta__ (( Zn ) _ r2> ey
(n%;la)ng%»z (%)nﬁ ’

-2

2 n

W,, = e ((—2—) - ¥
(n+a)? (2n)"a=n
n+o n+aoa

N 2n (( Ty )2_712)714-%_1
n+ o 2n \"a—n ’

(n+a) n+ao
dna n
W= BT ( Yy
(( 2n )"M) ( 2n )n —n
nta/ nta nt+a/ nta
(ﬂ)"@ om \"a—n " ’
n+aoa n+aoa (nJra) m
4dno
2 x 2 a2
o () e
_) = n a—n
n+ao n+ao (m) m
which gives rise to
4n? : " 9 20 _q
n+a
Wi Win — |W7’n‘2 = ((”;;0‘))” (( 2 nn ) B Tz)
—_— n —n
nta (m) nta
Putting this expression into the formula of H[-] in Lemma we finally verify that
WT n—2 9 o
H[W] = ( - ) (W W — (W) W] = 1.

The proof is complete. O

Using Lemma [6.1} we can construct sub-solutions over unbounded convex do-
mains as follows.
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Lemma 6.2. Suppose Q is an unbounded convexr domain in R™ such that 02 is
strictly convex at some point xg € 02. Then

W) =~ () =)

(7¥a) n7a
is a sub-solution to (1.1 on €.

Proof. Since 0€) is strictly convex at some point zo € 0f2, then there exists a
tangent plane P of 09 at xo such that P N 9Q = {xg}. By some translations and
rotations, we can assume xy = 0 and P is given by the equation z,, = 0. Without
loss of generality, we further assume that 0f) near the origin can be expressed as
x, = @(2') which is the graph of a function over the tangent plane z,, = 0.

We use D to denote the largest domain such that ¢ is well-defined. Under these
assumptions, we have ¢(0) = 0 and the origin is the lowest point of 2, and thus
o(z') = 0 for all 2’ € dD. Moreover, for any small number § > 0, we have

{z e R"1:|2/| <6} €D,

h(8) := min{p(z’) : |[2'| = 6} > 0.
We are now in a position to show that
h(é
Qc = {( 2n) 2y > %M —h(9)}. (6.1)
For any (2/,z,) € 09, we can distinguish the following two cases to prove this
claim:
(i) When |2'| < 0, we can derive =, = p(z') > 0 > @\xﬂ — h(d) and thus
(', zy,) € X.
(ii) When |z’| > 0, the convexity of  gives rise to

o(@) = p(iE1a) o) - (0)
>

el T g0

)

which implies that
Tn = ‘P(xl)

Thus we obtain (z’,2z,) € 3 in such a case.
Summing up, for any (z/,z,) € 09, we always have (2/,x,) € X, namely 0Q C X.
We note that the lowest point of €2, i.e., the origin, is in . Thus by the convexity
of 2, we obtain that 2 C X.
Now we take a linear transformation T': (z',x,) — (2/, %) as follows:
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It follows that

~ n o~ 2n \na—mn, ~
TZ:{(x/’xn)eR Py 2 (n+a) m|x/|}

We note that (6.1]) gives TQ) € TY. Without loss of generality, by Lemma we
can assume ) C T%. According to Lemma [6.1]} we obtain that

2 _n_
W(z) = —((—x” ) - T2) i
(ﬂ)"m
n+ao n+ao
is a solution to (|1.1)) on TX. Therefore it is a sub-solution to (|1.1)) on Q as a result
of Q C TY. The proof is complete. O

6.2. Proof of Theorem Let {€;} be a sequence of bounded convex domains
such that ©Q; C Q;41 and Ufil Q; = Q. According to Theorem the problem
(1.1) admits a convex solution u; € C°°(£;) N C(£Y;) for each ;. Corollary [1.4] also

A
gives rise to u; € Cnta (§);) as well as

C(a,m, diam(€);)).

il gt ey S

Define u;(z) = 0 for all x € R*\ Q,;. For any r > 0, we further obtain u; €
Cia (2N B,-(0)) and the uniform Holder estimate

|

Thanks to Theorem (comparison principle) and Lemma we also derive the
decreasing property

< C(a,n,diam(Q2 N B-(0))).

= |uilcﬁ(m) h

cwta (QNB,(0))

0> wi(x) 2 wg1(z) =2 Wix), Vael.

The diagonal technique of choosing subsequence leads us to the conclusion that {u;}
is locally uniformly bounded. By the convexity of u; and [7, Corollary A.23], we infer
that all u; are locally uniformly Lipschitz and thus {u;} is locally equicontinuous.
By Arzela-Ascoli theorem, a subsequence of {u;} (still denoted by {u;}) locally
uniformly converges to a convex function u € C(Q N B,.(0)), which also satisfies

|ul < C(a, n,diam(Q2 N B-(0)))

cwta (@NB(0))

and therefore u € C'7ia (QN B,(0)). Since r > 0 is arbitrary, we can derive u €
C(Q). In fact, if there exists a point y € Q such that u is not continuous at ¥,
then we will always find a sufficiently large 7' > 0 such that y € B,~(0) and hence
y € QN B,(0), which contradicts u € C(QN B,»(0)). Moreover, u € C(Q) is a
convex generalized solution to by [22], Lemma 2.2]. Using Caffarelli’s interior
C?° regularity in [2, [8], we can obtain further regularity by a bootstrap argument
from the equation in . Repeating the bootstrap argument, we can upgrade the

regularity to u € C°°(£2). This completes the proof.
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