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CHAPTER I
'INTRODUCTION

A trauma center is a spe¢i‘zii hospiial designated to provide care to severely injured
patients. There are four levels qf trauma C‘ent,ersvin the United States differing in their
capabilities to provide trauma care.. Ina trauma facility, most admissions originate in the
emergency department, so high patient satisfaction is important, especially in the presence
of a competing facility. Yéi, due to inadequate reimbursement and cost containment, the
emergency depaiuhent managcr-'must also be concerned with minimizing costs. This
concer; must be balanced Vaga‘i:nst ﬁfoyi@ing_-adcquate staffing and resources, which
ciepend on tﬁé random na'it'ijr_ej_o'f‘ bothpatlent arrivals and acuity levels.

Health care planners .iiri;c'l_};r;anagers, reco gmzmg the need to continuously improve
the quality and efficiency of their emergéqcy department operations, are often required to
make changes, sometimes‘_éo"s;l'y ones, to the system without knowing if improvements
will result. In_dpcd,, makmg suéh dlfﬁcult QeCisions ona tﬁal—andéerror basis in such a
complex environment qan‘, be ho;oniy 'd.ifﬁcult, but also very costly, and may result in
unacceptable quaﬁty of care. With the increasing capability and availability of computers,
a growing number of hospitals are"'using simulation technology to help identify ways tq
improve the system, especially v\;hen there are several alternatives to consider (McGuire,

1997).



Simulation is a powerful modeling tool that enables researchers to study and
experiment with complex probabi]istic systems. A simulation model allows a researcher to
experiment with alternative designs and operations to determine how the changes effect
overall system performance (Harrell & Tumay, 1995). Researchers can examine the
impact of a change or innovation using simulation modeling. They then can determine if
the new operational procedure should be implemented within the present system. An
analysis of the proposed system can be conducted, evaluated and modified, if necessary,
before spendh;g funds to implement a system, which may prove to be ineffective or
inefficient.

Computer simulation modeling is an effective tool that can assist emergency
department managers in many areas such as: lowering costs, reducing patient wait times,
improving facility design, scheduling staff, training and educating staff, and testing new
equipment. For instance, patient flow can be tracked and hypothetical scenarios tested to
evaluate staffing levels required to maintain (or reduce) waiting and throughput times.
Emergency departments want to achieve and maintain high levels of patient satisfaction.
Patients are no longer willing to accept long waits in an emergency department. Patient
waiting times can increase as a result of high patient volumes and high acuity levels, but all
too often increased waiting times are the result of non-urgent patients seeking access to
the health care system through the emergency department. Using simulation modeling,
emergency department managers can examine more effective ways of addressing this
issue.

There are 22 Trauma Service Areas (TSAs) in Texas, divided geographically by

county. Brackenridge Hospital located in Austin is designated in Area O, serving the 13-



county Central Texas area. This hospital is part of the Seton Healthcare Network serving
as the leading trauma facility in Area O, .and offering the highest level of trauma care
where the majority of critically injured patients receive care. The facility is capable of
providing comprehensive trauma care for all types of injuries and illnesses, except for
seriously burned patients who are stabilized and transported to burn centers. The
administrators at Brackenridge would like to identify ways to make the emergency
department more efficient, as well as examine the present system. Simulation modeling is

an extremely effective analytical tool for this task

Statement of the Problem

The goals of this research project are to capture data, to model the delivery of
emergency care within the adult emergency department at Brackenridge, and to provide
estimates of system performance. The simulation software selected for this project is
MedModel, a Microsoft Windows based simulation software manufactured by ProModel
Corporation developed for modeling health care systems. Proposed analysis issues are:
determination of the average patient waiting times by patient type, the average throughput
times by patient type, resource utilization rates, and how these times and rates are affected

by changing process flows or resource levels.



Research Questions

This study addresses the following questions:

e What is the average patient length of stay for each patient type?

e What is the average patient waiting time for each patient type?

e What are the utilization rates for physicians, technicians and nurses?

* How do changing scheduling practices impact patient length of stay, patient waiting

times and resource utilization rates?

Significance of the Study

The administrators at Brackenridge can use this simulation model as a baseline to
evaluate the existing system and identify specific areas for further evaluation and
improvement. The model serves as a tool for continuous quality improvement because it
documents patient flow and resource utilization and also can be used to evaluate the
consequences of potential changes that are intended to improve quality and performance.

Managers can develop the “should be” model based on the results of analysis of the “as is’

model and the examination analysis done on possible alternatives to the existing system.



Limitations of the Study

‘The simulation study was limited by environmental factors, available technology
and resources, and time constraints. “Some of the specific limitations are discussed as
follows:

e The simulation study was limited to the adult emergency department at

Brackenridge HOspital.

. The_'hos;pital had never collected the type of data needed for this study, so a
historical comparison was not possible. 8

e The primary source of data came from patient medical records. Due to time
restrictions, the sample of data collected was limited to the months of May,
June, and July of 1999. Over 50,000 patients were treated in the year
preceding this study, but only 1776 records were reviewed.

e The résearcher used dir_ept observation to understand processes, as well as to
supp}emeqt data céﬂected from médical records, emergency department logs,
inter\;iews, and su&gy;..

¢ The model was built-using MedModel, version 3.5, so simulations were limited
by the capabilities of this software. Some of the aspects of the system could

not be incorporated into the simulation model due to the complexity of the

system.



Glossary of Terms -

- The following is a brief glossary of terms relevant to this study.
Activities: tasks or operations initiated at an event that causes changes in a system, such
as transporting lab samples (Harell_& Tumay, 1995).
Controls: rules that govern how, wﬁén, and where activities are conducted (Harrell &
Tumay).
Entities: elements being processed through the system, such as customers, paperwork, or
machines (Harrell & Tumay).
Events: a moment in time at which a significant change in a system’s state occurs (Pidd,
1992).
Disgrgte-eve_nt simulation: the m‘ovdeliljlg of a system as it evolves over time by a
. r&_:presentatign in -\yhi(_;h the statg varlables change onIy at discrete points in simulation time
(Law & Kelton, 1982). |
Injury: damage to the body c_au_sed by an exchange with evnvironm‘,ental' energy that is
beyond' the body’s re_silience (Jacobs, J; aéobs, 1996).
Immediate patients: patients whose condition is manifested by acute symptoms of.
sufficient severity that the absence of immediate medic'al attention could reasonably be
expected to result in plac_:ing the patientfs’ life, or limb, in serious jeopardy (Brackenridge
Hospital Emergency Department propc;durél standard).
Level IT tmumd éénter:_ a definitive trauma care facility within a regio'nai sjzstem capable
of providing emergency services to the most severely injured patients. A Lchl I center

may not be able to provide the same comprehensive care as a Level I trauma center, so



patients with complex injures are initially treated and stabilized and then transferred to a
level I facility (American College of Surgeons Committee on Trauma, 1993).
MedModel: a Microsoft Windows based simulation software produced by ProModel
Corporation, developed for modeling health care systems.

Minor-care patients: patients whose symptoms indicate a condition that generally needs
medical evaluation and treatment for minor needs but in which time is not a critical factor
(Brackenridge Hospital Emergency Department procedural standard).

Non-urgent patients: patients whose symptoms indicate a condition that generally needs
medical evaluation and treatment but in which time is not a critical factor (Brackenridge
Hospital Emergency Department procedural standard).

Regional Trauma System: a multidisciplinary approach to coordinate and facilitate the
care of severely injured patients in a timely manner. A regionalized trauma care system
serves a geographically defined region made up of several counties, providing personnel,
facilities, and equipment in response to the injured patient on an emergency basis (Jacobs,
Jacobs, 1996).

Resources: the means by which services to entities are performed.

Service System: systems that provide assistance to their customers (McGuire, 1998).
Simulation: a model-building approach for forecasting how systems, as yet unbuilt, will
behave (Flagle, 1970).

Simulation model: puts system elements into a form that researchers are able to
comprehend based on known behavior and allows researchers to experj;;‘;gfnt with
alternative designs and operation strategies to determine how the changes effect overall

system performance (Harrell & Tumay, 1995).



State variables: the collection of all information needed to describe the state of a system at
a given point in time (Banks, 1998).

System: a collection of interacting components working together toward accomplishing
some goal (Law & Kelton, f982). A

System analysis: the approach to define the most practical, appropriate, and acceptable
means for evaluating a system in its entirety and for testing new innovations (Chorafas,
1965)

System performance measures: used to measure the efﬁéiency of a system and to
determine how a system is performing after changes have been made (Harrell & Tumay).
System state: the set of relevant properties which a system displays at a given instant in
time (Shannon, 1975).

Trauma: “the term used to describe bodily damage in clinical, emergency medical services,
surgical, and combat environments” (Jacobs & Jacobs, 1996).

Urgent patients: patients whose symptoms indicate a condition that requires prompt
medical attention but who will not generally suffer loss of life, or limb, if such attention is

delayed for a short period of time in a controlled medical environment (Brackenridge

Hospital Emergency Department procedural standard).



CHAPTER II

REVIEW OF THE RELATED LITERATURE

Trauma

William Haddon, Jr., the first director of the now National Highway Traffic Safety
Administration (NHTSA) defines injury as “damage to the body caused by an exchange
with environmental energy that is beyqnd the body’s resilience” (Jacobs & Jacobs, 1996,
p.16). Injuries are caused by the abs;nce of such essentials as heat or oxygen, or by acute
exposure to physical agents such as mechanical, electrical, chemical, or thermal energy
interacting with the body in amounts that surpass the threshold of human tolerance (Baker,
O’neil, & Karpf, 1984). - “Trauma is the term used to describe bodily damage in clinical,
emergency medical services, surgical, and combat environments” (Jacobs & Jacobs, p.16).
The terms “injury” and “trauma” can be used interchangeably. For the purposes of this

study, the term trauma will be used to describe these types of ailments.

Scope of the Problem

Trauma is one of the most serious public health issues facing developed countries.
The magnitude of the problem in the United States is sobering. Trauma is the greatest
killer for those younger than 45 years old and ranks as the fourth leading cause of death in

all age groups, following heart disease, cancer and cerebrovascular accidents. Almost half
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of all deaths for those between age 1 and 4 are caused by trauma. Each year in this
country, trauma kills over 100,000 people, and causes over 300,000 permanent disabilities
(American Trauma Society, 1998). Trauma is also a major source of medical expenses and
losses to the economy. The United States spends over 100 billion dollars on trauma
annually (Stem et al., 1997). These disturbing figures make trauma an extremely
significant health issue.

Trauma affects so many young, productive citizens, causing deaths long before
they reach the end of their projected life span. In fact, of the 34,548 deaths of persons
between 15 years and 24 years of age in 1992, exactly 26,715 (77%) were caused by
trauma (Jacobs, Jacobs, 1996). The burden of premature mortality is measured in the
years of potential life lost (YPLL) by each death occurring before an arbitrary age,
typically 65 or 70. Trauma disproportionately strikes the young, which accounts for more
years of potential life lost than cancer, cardiovascular disease, and other chronic diseases.
In fact, trauma accounted for approximately one-third of the 11.8 million years of
potential life lost in 1985 (The National Cp@ttee for Injury Prevention and Control,
1989).

The major causes of trauma deaths are homicide, suicide, and unintentional (or
accidental) factors. Unintentional trauma is usually the result of automobile crashes,
drowning, fires, falls, suffocation, firearms, or poisoning. Intentional injuries may result
from some of the same mechanisms, but the injuries are deliberately inflicted by an
assailant or self-inflicted by the victim. Intentional deaths are usually caused by homicide

or suicide.
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Among all fatalities resulting from trauma in the United States, motor vehicle
accidents are undeniably the most common cause of death. Over 40,000 people die
annually as a result of traffic injuries. Barss, Smith, Baker, and Mohan (1998) reported
that the death rate in 1994 for motor vehicle crashes per 100,000 population was 21.9 for
males and 10.2 for females. Traffic injuries alone have caused more deaths than all the
combined wars the United States has fought in (The National Committee for Injury
Prevention and Control, 1989). The number of trauma-related deaths and disabilities is
truly a national tragedy. The most distuibing statistic is that at least half of trauma deaths
are preventable if injured patients are treated in specialized trauma centers within a

regionalized system (Trunkey, 1981).

Regional Trauma Care Systems

Regionalized trauma systems have been developed in the United States to address
the issue of cost as well as to reduce the mortality and morbidity resulting from trauma. A
regional trauma systems may be defined as a multidisciplinary approach to coordinate and
facilitate the care of severely injured patients in a timely manner. A regionalized trauma
care system serves a geographically defined region made up of several counties, providing
personnel, facilities, and equipment in response to the injured patient on an emergency
basis (Jacobs, Jacobs, 1996). The results of research continually indicate that regionalized
trauma systems improve the immediate outcome of life-threatening injuries and disabilities

(Arroyo, Crosby, 1995).
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The concept of a trauma system evolved during wartime, advanced during the
Vietnam conflict, and has been adapted to the civilian environment. Over 20 years ago,
establishing trauma systems was proposed as a strategy to advance trauma care
throughout the nation, to help improve the treatment and outcome of seriously injured

_patients, and to decrease the costs of treating these patients. In the early 1970’s, trauma
systems began to evolve with the passage of the Emergency Medical Services System Act
of 1973, which provided federal funds to states to support these efforts. Great attempts

~were made in developing guidelines for optimal trauma care delivery. In 1976, the

American College of Surgeons (ACS) established the first document of guidelines for care
of the mju(ed‘patient. This document has been r_evised several times since, and is now
widely ,vr-ecognized as the national stgndard_ for hospitals planning to become trauma
centers. 0

These early efforts to develop statewide trauma systems were affected in the
1980’s by geductions in federal support. Many trauma centers began to close in the late
1980s, largely due to uncompensated trauma care. In 1987, West and colleagues cited
that only Maryland and Virginia had complete statewide trauma systems in place. They
identified eight essential elements based on recommendations of the ACS that are used to
define a complete statewide system. Theses are:

¢ Legal designating authority resides with the state

e Formal designating process is in place

e ACS standards are used

e QOut-of-state survey teams are used

e Number of centers is based on assessment of population need
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o Triage criteria allows for bypassing closest hospital

e Monitoring process for trauma centers is in place

e Trauma centers are available statewide (Maull, Rhodes, 1996)

More recently, interest among state agencies to develop trauma systems has been
renewed due to the availability of federal grant support. The Trauma Care Systems
Planning and Development Act was passed in 1990 (Public Law 101-590), calling for a
model trauma care system plan and federal grant support to state health agencies. This
legislation was passed to promote the development of a national trauma system. “Under
the provisions of the act, small communities could link with major trauma centers and
work together to develop trauma care delivery systems that prevent unnecessary deaths
from trauma injuries and reduce trauma care costs” (Lewis, Richards, 1996, p.1). For the
first time, the federal government allocated funds specifically for the development and
implementation of statewide trauma systems (Moore, 1995). Nineteen states were
awarded development grants for trauma systems and 16 additional states received grants
to refine existing systems.

In 1995, Moore reported that regional trauma systems had not been developed in
half the states and there were still problems with existing systems. Furthermore, many of
these trauma systems did not meet the criteria established by West et al. In 1993, the
number of complete trauma systems having met the essential standards of West ez al. had
increased to merely five.

Many states are compliant with most of the criteria of a complete trauma system,
except for the criterion to limit the npmber of designated trauma centers based on

community need. Research indicates that the number of trauma deaths can be reduced if
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patients are concentrated in a few facilities and professional skill is increased. “During the
devcl()pment of the trauma systems approach, trauma surgeons emphasized that limiting
the number of designated trauma centers was important to maintaining quality patient care
and reducing costs” (Trunkey, 1995, p. 421). Overdesignation of trauma centers leads to
“dup]ication of s_efvic’es and diluﬁon of experience” (Moore, 1995, p. 1). For states to
develop complete trauma systems will require support from physicians to limit the number
of designated trauma centers.
The 1990 Trauma Care Systems and Development Act called for a Model'Trauma

Care System Plan. The plan was .devclopcd in 1992 with recommendations from the
nAmerican College of Surgeons Committee on Trauma (COT). The p1an encouraged the
development of an inclusive trauma system. However, a vast majority of regional trauma
Systems are preSently based on an exclusive design. The distinction between these two

types of systems w1]1 now be discussed.

Exclusive Versus Inclusive Tranma Systems

An exclusive trauma sysfem is dﬁven by critically injured patients only. Non-
trauma c;:nters'are excluded fronj'the statewide system. Yet, these non-trauma centers
may treat a majbrity of batiénts with minor injuries. An inclusive trauma systém maintains
the traurna ééntéf a; fthe} k'ey cluucal facﬂlty in the system where severely injﬁred patients
should bé"‘trehtédv;,-: bﬁt:fst;eéses' =the need of other health-care centers within the system to
care for the less critically injured (American College of Su;geons Committee on Trauma,

1993). Trauma patients are théntimes managed in undesignated trauma centers, and less

severely injured patients are frequently treated at designated trauma centers. In fact, 85%
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of hospitalized trauma patients do not need trauma center management (Moore, 1995).
Regional trauma centers need to become inclusive to be cost effective and potentially
improve care for all injured patients.

Within an inclusive system, all injured patients are matched to appropriate hospital
facilities in a timely manner. The inclusive model establishes a system that depends on the
emergency medical system (EMS) to rapidly transport the injured patient to an appropriate
care facility. The importance of the relationship between health care facilities is
emphasized with pre-established patientrrirans’fer agreements among the trauma and non-
trauma facilities.

The preplanned response to care for the injured patient requires the use of

coordinated communication mechanisms, accurate identification of the level of

care needed by an injured patient, rapid transport to an appropriate care facility,
and the integration of support and rehabilitation services designed to return the
patient as a productive citizen back to the community (American College of

Surgeons Committee on Trauma, 1993, p. 8 ).

Components of Trauma Systems

A trauma system consists of facilities, personnel, equipment, and public service
agencies that have preplanned responses to caring for the injured patient on an emergency
basis. The National Highway Traffic Safety Administration defines a trauma care system
as “a system of health care delivery that combines the pre-hospital EMS resources and
hospital resources to optimize the care and, therefore, the outcome of traumatically

injured patients” (The National Committee for Injury Prevention and Control, 1989, p.
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271). There are a number of components that make up a fully operational trauma system.

They are:

Facilities (including the trauma centers)

Personnel

Transportation
o Communications

Education and training of physicians, nurses, paramedics, and dispatch personnel

Evaluat%on process for quality iihp’roVement
The trauma center is made up of several components:
e Pre-hospital care
e Emergency department
e Operating room
e Intensive care units

e Rehabilitation Care (Maull, Rhodes, 1996)

Levels of Trauma Cente_rs
The purpose of a tranma system is to get the injured patient to definitive care in
thel_shortest amount of time. Initially, the goal is to match the injured patient’s needs with
the most appropriate trauma care available. Effective trauma care requires the
collaboration and coc_)peration of hospitals providing all levels of care. The regionalized
trauma care system is made up of definitive trauma care facilities that provide a wide range -
“of care for all injured patients. Pre-hospital field care provides rapid identification of

critically injured patients who require immediate transport to traurna facilities. Prearranged
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patient transfer agreements among trauma facilities of different levels provide appropriate
care to the injured patient in a timely manner.

Trauma centers are special hospitals designed to treat the most critically injured
patients.

Trauma centers are special hospitals designed to treat the most critically injured
patients. They have to meet rigid standards for staffing and equipment (as outlined by the
ACS) to regulate high quality of care. Trauma centers must undergo rigorous evaluations
of their performance and report their outcomes of patient care to regulatory agencies to
retain their designation. There are four levels of trauma centers in the United States, each
differing in levels of capabilities based on standards developed by the American College of
Surgeons. They are: Level I or comprehensive trauma facility, Level II or major trauma
facility, Level I or general trauma facility and Level IV or basic trauma facility.

The level I and level II facilities provide emergency services to the most severely
injured patients. There are only minimal differences between the two types of facilities.
Level I centers offer the most advanced trauma care, and typically are university-based
teaching hospitals involved in education and research. In contrast, level II facilities are not
required to train physicians in trauma care or to engage in trauma research. However,
Level II facilities are encouraged to lead in education, research, and systems planning if
Level I facilities are absent from the region.

Both Level I and level II facilities must have at least one physician specifically
trained in trauma care available at all times. Level I facilities must have a trauma surgeon
and sub-specialty surgeons in-house 24 hours a day, while trauma surgeons in level II

facilities are required to be at the hospital when the patient arrives.. Level II centers may
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not have surgical and/or medical sub-specialties (e.g., burn care units) available, so
patients needing specialized care are initially treated and stabilized and then transferred to
a level I facility. The American College of Surgeons (1993) distinguish between Level I
and Level 11 facilities as follows:
¢ Clinical Capabilities
e Cardiac surgery
e Hand surgery
e Microvascular surgery
e Infectious disease
e Pediatric surgeons
e In-house general surgeon
e Facilities/resources
e Cardio pulmonary bypass
* Operating microscope
e Acute hemodialysis
e Nuclear scanning
e Neuroradiology
Level III centers are usually located in rural areas. These facilities are generally not
located in urban or suburban areas that have immediate access to Léve_lﬁI and Level I
facilities. Level I1I centers have a trauma team capable of providing rapid resuscitation,
emergency surgery, and stabilization of the trauma patient. They are primarily responsible

for prompt transportation of critically injured patients to level I or level II facilities with
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which they have prearranged tra;isfer agreements. General surgeons are available when the
patient arrives at the hospital in Level III facilities.

In contrast, Level IV facilities usually do not have surgeons available. These
centers are usually located in remote rural areas where no other levél of care is available.
Level IV centers are responsible for pro.VidiJig'advanced trauma life support and
immediate transfer of severely injured patients to a facility that can provide the level of

trauma care needed.

Factors Affecting Trauma Center Financial Viability

Research has shown that patients treated in specialized centers within a
regionalized trauma system have_improvgdchances of survival. Trauma systems also
reduce mortality and morbidity. Despite the effectiveness of trauma systems, the impetus
to establish and maintain them has been affected by start-up costs, high operating costs,

“and inadequate reimbursement. The latter two fz;ctors are largely responsible for more
than 90 trauma center closures between 1985 and 1993 _(f(ellerma:n, 1993).

Start-up cosfs for developing a trauma center vary with respect to the level of care
provided by the facility, "and its geographical location. Start-up costs to develop a trauma
center can exceed $3 million, with similar costs to maintain seli'vices. am_lually (Mzitson,
1992). Tn 1988, the average start-up cost in Florida for a level I facility was $420,000
(La;i{OWQRi-jénés, 1993) Levei I famhtles typically develop from universities so they have
initial start-up r‘csoﬁr{'cé‘s':v V:Thé é:’ost ';foﬁjini'tiatc a Level II center is in fact higher because

these facilities are usually community-based hospitals with no existing resources. In 1989,
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the average start-up cost in Florida for a Level II facility was $800,000 (Laskowski-Jones,
1993).

The expenses to maintain a trauma center also involve a substantial financial
commitment. The annual costs to operate Levél I and Level II facilities average $1.9
million and $550,000, respectively (Laskowski-Jones, 1993). The costs to maintain a
trauma center are categorized as follqws:

e Administration

e Communication equipment upgrades

e Personnel training

e Transport equipment

e Staff, facilities, and equipment upgrades

e Patient care (Laskowski-Jones, 1993)

Twenty years ago, hospital administrators rarely paid attention to operational

- costs. Furthermore, they did not have to worry about reimbursement issues because they
were always fully reimbursed. Hospitals generated enough profit from commercial
insurance, and even Medicare insurance, to pay for treating indigent patients (Trunkey,
1999). Today, trauma centers are faced with increased operational costs and declining
levels of reimbursements, so attention to financial matters is important to their viability.
Hospitals are now pressured to reduce costs and charges. By controlling costs,
administrators can improve the fmp.ncial viability of trauma centers.

The magnitude of losses from inadequate reimbursement and uncompensated care
"has_predominately contributed to trauma center closures in recent years. Trauma centers

have a hard time surviving financially. Medicare and Medicaid are not even close to
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paying the costs to treat their recipients (Kellerman, 1993). Also, many trauma patients
are underinsured or uninsured. Millions of poor Americans are without any health
insurance because they are not eligible for Medicaid. There are approximately 45 million
Americans who are uninsured (Trunkey, 1999). In 1996, 27% of Texans had no health
coverage (American Hospital Association, 1996). Texas ranks first among states on the
percentage of uninsured population. In all states, a majority of those between the ages of
15 and 24 are uninsured and injury rates are the highest for this group.

Many Medicaid and uninsured patients do not have access to primary care
facilities, so they frequently utilize emergency departments for health care. Emergency
departments are required to treat all patients, regardless of their ability to pay. The general
belief in the United States is that every individual has the right to access health care
services. As a result, emergency departments are overloaded with patients who could
receive proper care in more appropriate and lower-cost facilities. Extreme measures need
to be taken to move low-acuity patients to less costly sites of service, since emergency
departments contribute significantly to the high cost of operating a trauma center.
OtherWise, rﬂajor trauma centers will continue to collapse (Vikhanski, 1992). When a
trauma center closes, iﬁjured patients may no longer have immediate access to care.

Managed care organizations (MCOs) have recently focused on costly patient visits
to emergency departments. Hospital administrators welcome the goal of MCOs to move
non-urgent patients to more appropriate and less costly sites of service. However, these
health plans restrict patient access to “preferred providers”. Preauthorization to treat
patients in an emergency department is usually required by most MCOs and there are strict

rules for reimbursement in terms of charges from the majority of these third party payers.
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i

Trauma centers that treat patients under MCOs with which they have not contracted with

may not be fully reimbursed.
Emergency Departments

Emergency departments are a significant part of the trauma system. Emergency
departments offer emergency care 24 hours a day, providing critically injured patients with
‘physicians, nurses, and other personnel trained in emergency care who can immediately
evaluate and treat them. “They are called on in crucial moments where time is measured in
seconds, those seconds that make up the first “golden” hour in which trauma patients have
Signjﬁcaﬁt chances of surviygl if thcy undcrgb the best care” (Hylton, 1992, p. 38).
Emergehcy departments were inten'cied‘fo’r tféating severely injured patients, but are now
also called upon to offer pnmaxy care services to the poor and uninsured who have no
other access to medical care. Emergency departments are increasingly treating patients
‘with minor injuries and illnesses such as bronchitis, fractures and minor lacerations, in
addition to the major trauma patients they are designed to care for. Emergency
departments also serve as the main portal of entry into the hospital. A majority of adult
and pediatric hospital admissions are generated in the emergency department. In fact, 40
percent of hospital admissions originated in emergency departments in 1990 (Lynn, 1997).
Nearly two thirds of intensive care unit admissions originate in the emergency department

(Mayer, 1997).
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Emergency Department Utilization

There has been a substantial increase in emergency department utilization in recent
years. As the population of the United States has increased, so has emergency department
utilization. In 1995, exactly 99,911,108 visits were made to emergency departments in the
United States and 6,544,457 in Texas (American Hospital Association, 1996). From 1980
to 1995 emergency department visits in the United States increased 22 percent -from 82.0
million in 1980 to0 99,911,108 in 1995. Matson (1992) identified several factors
contributing to the growth of utilization in emergency departments:

¢ Population growth

e Increased number of elderly using emergency department services

e Greater number of poor, uninsured, or underinsured patients

e More patients utilizing emergency departments for primary care

¢ Increased patient acuity levels

The expansion in the elderly population has contributed to the growth in
emergency department utilization. There were roughly 26 million Americans 65 years old
or older in 1980; this figure is predicted to exceed 36 million by the year 2000 (Matson,
1992). The elderly need three times more medical resources than younger patients, and
often require more specialized care. As the numbers and needs of the elderly continue to
increase so. will the utilization of emergency departments.

The rise in the number of uninsured and underinsured has alsQ contributed to
increased emergency department utilization. Emergency departments are mandated by the
Consolidated Omnibus Budget Reconciliation Act (COBRA) to provide care to all

patients regardless of their injury or their ability to pay. So, emergency departments are



frequently utilized by uninsured or underinsured patients who have nowhere else to go.
For many indigent patients, the‘-"emqrgen‘cy department is the only source of health care
available because these facilities pro{zig; care to patients who have no other options or
who lack the ability to pay. Oft,e_l’l_timcs, vbatient's who lack health coverage arrive at
emergency departments with nonurgent injuries. In 1993, the United States General
Accounting Office (GAO) reported that 43 percent of emergency department visits in
1990 were considered nonurgeﬂt (Lyrm, 1997).

Some patients with nonurgent coﬁditions seek care in emergency depaftments
because their primary care physic_i_an is not available. Emergency departments offer
convenient features that are generally not offered by primary care ﬁhysicians. 'For
instance, they are open 24 hours a day, seven days a week, with no appointment
necessary. Some_tirhes, nonurgent patients go to.an emergency department because
physician offices are closed. Primary care physicians generally work during the day. It
‘ma.y be difﬁéult for a patient who works those same hours to schedule an appointment.

‘Increased patient acuity levels have also led to greater frequency of visits in
‘emergency departments. For instance, patients with AIDS, drug addictions, and injuries
caused by violence increasingly consume emergency department resources. The number
of AIDS cases increases significantly each year. AIDS patients often turn to emergency
departments for _tr'eé.tment when tﬁeir regular sources of care are unavailable (Matson,
1992)‘. "Drug-relat'ed injuries :’l:xave' also significantly contributed to the growth in
emergénc'y d'cpartrﬁént v151ts Alcohol is sfill believed to be the most'abused drug in
America. Alcohol"pléYs'a sigh_iﬁcant role in the number of motor vehicle crashes occurring

nationally: 20 percent of crashes involving serious injury to a driver or passenger,
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approximately 50 percent of all fatal crashes, and about 60 percent of single-vehicle fatal

‘crashes (The National Committee for Injury Prevention and Control, 1989). Alcohol and
drug abuse have also been linked to violence. Violent acts usually result in physical injuries
or death. Patients with injuries caused by violence have also contributed to increased

visits in the emergency department setting.

Overcrowded Emergency Departments

The increase in the number emergency department visits has contributed to “ED
gridlock”, or overcrowding (McNamara, 1992). Emergency departments all over the
country are overcrowded and overwhelmed with patients. Overcrowding also results
when admitted patients cannot leave the emergency department because all inpatient and
intensive care unit (ICU) beds are occupied; Oftentimes, there are too many patients who
need acute inpatient care and there are too few beds and/or inpatient staff to care for these
patients (Lynn, 1997). Patients must remain in the emergency department until inpatient
beds become available. These patients awaiting admission generally require
disproportionate care, which limits the ability of emergency department staff to treat other
patients. When an emergency department becomes extremely overcrowded, pre-hospital
care personnel must be diverted to another emergency department.

In 1989 the Americaﬁ College of Emergency Physicians (ACEP) conducted a
survey to determine the extent of nationwide emergency department overcrowding (Lynn,
1997). Forty-one states reported overcrowding problems. ACEP’s survey identified

- several factors contributing to overcrowding:

e Shortage of health care professionals
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e Use of emergency departments as a route of hospital admissions

e High inpatient daily census

e Hospital bed reductions

¢ Hospital or emergency department closures

e Increased number of drug-related admissions

e Increased number of AIDS. patients

e Increased number of poor or uninsured patients

e Prolonged use of acute care beds by elderly and shortage of nursing home
beds (Lynn, 1997).

The ability of emergency departments to meet the needs of patients is increasingly
being stretched beyond capacity. The overutilization of emergency departments by poor
and uninsured patients accompanied by a shortage of inpatient beds for admitted patients
have predominately led to overcrowded emergency departments. These two factors alone
severely strain the capacity of emergency departments. The growing number of patients
with l;igh acuity levels utilizing emergency department resources intensifies the problem.
quthermore, emergency departments are not adequately compensated for treating the
medically indigent. The federal government has not assumed financial responsibility for
the care of these patients. Present reimbursement practices threaten the financial viability
of emergency departments. The “system traditionally believed to be the ultimate safety net
may collapse if measures are not taken soon” (Vikhanski, 1992, p. 50).

One way that emergency departments try to manage the overcrowding problem is
to increase patient throughput, that is, reduce patients’ overall length of stay. However,

this may require unfeasible increases in staffing levels.
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Patient Throughput

A major goal of emergency departments is to reduce patients’ overall length of
stay. Patient satisfaction is largely dependent on the amount of time patients spend in the
emergency department and how well the flow through the emergency department is
managed (Salluzzo, Terranova, & Verdile, 1997). Emergency departments want to
achieve and maintain high levels of patient satisfaction. Emergency departments need to
have an efficient way to move patients through the system. “The emergency department is
a process-rich environment. Regardless of size or volume, all emergency departments
have multiple, cross-functional processes at work on each patient. Success requires
careful, sequential coordination of these processes” (Mayer & Salluzzo, 1997, p. 464).

The pgtiept throughput process'consigts of several stages, all of which can be quite
compl_gx. Saﬂuizq,_Terranova, and Verdile (1997) discuss several strategies to help
emergency dgpart_mpnt managers malge improvements in patient throughput. For instance,
they discuss how developing a fast track or a minor care area in the emergency department
can reduce patient throughput times. By segregating the critically injured and the
nonurgent cases, nurses and doctors are not attempting to treat both simultaneously.
Instead, physiciar;s’ assistants can take care of the minor care patients, while nurses and
physicians can concentrate on the major trauma patients.. Other strategies discussed by
- Salluzzo et al. are: ensuring that admissions leave the emergency department promptly,

improving laboratory and radiology turn-around times, and ensurihg adequate staffing.
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Staffing Levels

Another major goal of emergency departments is to provide adequate numbers of
appropriately qualified personnel who are on duty at suitable times for the number and
type of patients seen. A national standard for nursing and physician staffing does not exist
as of yet. However, the Joint Commission on Accreditation of Healthcare Organizations
(JCAHO) has established minimum requirements for nursing and physician staffing for
each of the four levels of emergency departments. Staffing requirements and patterns may
vary across emergency departments. Patient volume and acuity should be trended to
identify patterns as a basis for staffing a specific emergency department (Greenberg,
1997). Ensuring adequate staffing levels reduces delays in patient flow, improving the

quality of service as perceived by the patient.

Continuous Quality Improvement

Continuous quality improvement (CQI) evolved from traditional management
approaches of quality assurance (QA) and has been widely applied in both manufacturing
and service systems across the country (Mayer & Salluzzo, 1997). The Joint Commission
of Accreditation of Health care Organizations (JCAHO) has accepted CQI as the model to
be used by hospitals to monitor and improve the quality of services they provide. The
tools and techniques of CQI were developed by a group of remarkable thinkers, including
Shewhart, Deming, Juran, and Ishidawa (Mayer & Salluzzo). The basic principles
inherent to the new paradigm are:

o Customer focus
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e Statistical application of knowledge of variation

e Focus of the process

e Design and redesign

¢ A redefinition of leadership (Mayer & Salluzzo).

Continuous quality improvement defines quality as meeting or exceeding the
customer’s expectations (Mayer & Salluzzo). Customers include any person who is
affected by a process or product.' This includes both internal customers, such as patients
and their families, and external customers, such as physicians and nurses (Mayer &
Salluzzo). The first component of CQI is customer focus. Customer focus refers to the
obligation to place the needs and requirements of the customer first (Graves, 1998).
Through surveys or focus groups, customer feedback can be measured on an ongoing
basis in order to understand the changing needs of customers. Areas of dissatisfaction are
identified to determine where improvements can be made. One of the goals of CQI theory
is to continually evaluate all products and services as part of a constant striving towards
satisfactory customer outcomes (Colton, 1997).

The second key component of CQI is to identify and reduce variation in service
delivery by using statistical techniques (Mayer & Salluzzo). This component of CQI has
evolved from the science of statistical process control (SPC), which is frequently used in
manufacturing industries. First, data is collected evaluate the efficiency of the system and
to examine areas of customer dissatisfaction. Actual events should be compared to
desired levels of performance. Then, acceptable control limits of variation are calculated.

Next, areas where variations exist in the data are identified. The processes causing
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variations that exceed acceptable thresholds are examined, and appropriate interventions
are taken to reduce variation in those areas (Colton, 1997).

The third component of CQI is to focus on the process. The CQI approach
emphasizes the improvement of iprocesses and systems rather than focusing on individual
performance, as was the focus of traditional approaches (Mayer & Salluzzo). The
emergency department is a process-rich environment, so it is essential to continuously
evaluate and monitor processes, and to identify areas that need improving.

The fourth major feature of CQI theory is the emphasis on design and redesign.
The redesign process is a function of management and staff members. In the CQI model,
it is essential to continuously monitor and improve systems and processes as needed. As
Donald Berwick states, “every process provides information by which that process can be
improved” (as cited in Mayer & Salluzzo).

The fifth component of CQI 1s a redefinition of leadership and empowerment of
workers. Continuous quality improvement emphasizes the necessity of input from those
responsible for providing services to customers or patients (Mayer & Salluzzo). For
instance, doctors and nurses in an emergency should predominately be the ones
responsible for redesigning the ways in which healthcare is delivered. From a CQI
perspective, “the manager is more like a coach, consultant, and facilitator, who ensures
that the providers have the ﬁeceSsary tools and techniques to redesign the processes”
(Mayer & Salluzzo, p.470). Some activities and issues that should be monitored in
emergency departments include:

e Patient complaints

e Patient satisfaction surveys
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¢ The number of patients who leave before physician evaluation

¢ The number of patients returning to the emergency department within 24 to
48 hours

e Prolonged stay in the emergency department

e The number of hospital admissions through the emergency department

* Average patient wait times and throughput times

e The turnaround times for the laboratory (Rowland, 1998)

Today, health care providers are expected to evaluate the quality of the services
they provide and to identify ways to improve system performance. With the increasing
capability and availability of computers, emergency departments are increasingly using
simulation technology to help identify ways to improve the system (McGuire, 1997).
Evidence has shown that simulation modeling is an extremely effective analytical tool in
developing solutions that improve the performance of emergency departments. A
computer simulation model can serve as a tool for continuous quality improvement
because it can documents patient flow and resource utilizatién and, can be used to
evaluate the consequences of potential changes that are intended to improve quality and

performance.

Simulation

Simulation is the “imitation of the operation of a real-world process or system over
time” (Banks, 1998, p. 3). It serves is “an adjunct of the decision-making process, a way

of designing and testing alternative systems or approaches to problem solving. Itis a
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model-building approach for forecasting how systems will behave” (Flagle, 1970, p. 1).

In all situations involving simulation, the entire system or parts of the system are
represented by models that reflect the actual system. For instance, a pilot may be trained in
a realistic simulated cockpit having programmed inputs to the flight instruments instead of
flying real aircraft in a wide variety of conditions. By using simulation, aircraft operators
have significantly reduced the costs to train pilots (Deutsch, 1969).

When building an adequate simulation model, there should be a one-to-one
correspondence between elements of the actual system and the elements of the model. The
simulation model must reflect all the important elements of the real system. Simulation
allows analysts to make intelligent decisions about the design and operation of a system in
a short amount of time and at a reasonable cost.

There are two fundamental concepts involved in simulation: system and model.
The first refers to the actual process or system being studied. The second refers to the
device used to mimic the system. These will now be discussed in some detail.

]

Systems

A system is defined to be a collection of interacting components working together
toward accomplishing some goal (Law & Kelton, 1982). The term system is used in many
diverse ways. There are natural systems and man-made systems (Fishman, 1973).
Examples of natural systems readily come to mind. For example, biologists might use the

term system to refer to 'a group of organs and glands working together to accomplish a
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certain goal, such as the digestive and circulatory systems. Geologists may speak
hydrologic systems in which water is continuously recycled.

Man-made systems also easily come to mind. City planners speak of
transportation systems, and water and sewage systems. Mathematicians may speak of a
system of equations where there is more than one unknown variable. A service system
may be a medical clinic where doctors and nurses are working together to better the health
of their patients. A manufacturing system might be a steel company, which converts iron
ore to steel. In general, service systems provide assistance to their customers, whereas
manufacturing systems convert raw materials into finished products for their customers
(McGauire, 1998).

Although specific systems might differ in their details, often they have common
structural relations (Deutsch, 1969). Thus, the library of techniques and fundamental
approaches used to examine one system might be applied to another system study. This

thesis will focus on discussing service systems, particularly emergency rooms.

Factors Influencing System Design

Researchers are increasingly searching for ways to improve the performance and
the design of actual systems. As a result of competition, rising consumer demands, and
advancing technologies, businesses are forced to reevaluate the way they are performing
(Harrell & Tumay, 1995). The challenge of companies to rethink the way they are
operating has been brought on by three main factors, discussed as follows by Harrell and

Tumay.
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 First, systems have shorter ﬁfe spans driven byvsteadily changing requirements and

the rapid adVanCémept Qf new technologies. Successful businesses are thpse that can keep
up with changes. Some majbr reasons to change or modify existing systems are:

. Ade_q,u_'aCy;f Eguip;pent_ requirqs rep‘laéement when it no longer operates

adeq:uétely. .
e Process clﬁzangeb:v New or modiﬁedi)roducts and éervices.require changing the
current s_y'stgm or developing a new system.

] Volume: An increase or decrease in production volume or service loads.

L Competitign: Incrcaséd competition or declining profits.

] Te_chnblogy: improved_ ,te'chnqk; gy makes thé current practice obsolete.

Second, because of _ad\}ancing' téchnélogy, systems are becoming inCreasingly more
complex and sophisticated. As systcms become more complex, the chaﬂenge of system
design and management be_comes more difficult. There is a growing need to modernize
and streamline service systems with new and improved technblogy. To address this
challenge, system managers often turn to new andv improved technology. But the
t¢_chnolo gy comes at a cost. Researchers need to be able to predict whether or not this
cost exceeds their projections-of benefits resulting from implementing the new technology.

“Third, systems have highgr performance rcquirements as a result of rising
consumer expectations and grov&%ing competition. The ability of a scrﬁce provider to
deliver timely and efficient services will determine its level of success in a cofnpetitive
marketplace.. Inefficient operating Qracti_cés occur in‘almogt every business. Businesses
tg@qy cqul_tinuoﬂusly_monit_or, detect; and eliminate inefficiencies that lead to improved

system performance..
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Elements of the system

The system elements are the components, parts, and subsystems that perform a
function or operation. The relationships among these elements and the manner in which
they interact determine how the overall system behaves and how well it fulfills its overall
purpose (Shannon, 1975). Designing a new system or changing an existing system
requires one to understand the elements that make up the system. At the most basic level,-
entities and resources constitute the elements of the system.

Entities represent the elements being procéssed through the system, such as
customers, paperwork, or machines. Entities model such things as shoppers in a
supermarket, planes at an airport, phone calls in 2 communication center, patients in an
emergency room, work in progress in a- manufacturing system, and so on (Norman &
Banks, 1998). Entities may be grouped into classes depending on identifiable
characteristics, for example cost or priority. Characteristics of entities are called attributes.
An individual entity can possess ‘oné or more attributes that distinguish that entity. For
instance, an attribute of a particular entity in an emergency roc;m might be time of arrival.
Harrell and Tumay (1995) categorize entities into three types:

e Organic: entities that are human or animate objects such as customers,
patients, etc.

* Inorganic: entities that are inanimate objects such as paperwork, lab
specimens, machines, etc.

o Intangible: entities that can be observed but not touched such as calls,
electronic mail, etc.

Resources provide services to the entities. They can serve one or more than one

entity at the same time. Resources in a manufacturing system include machinery, machine
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operators, transportation vehicles and conveyors, and temporary storage space for work in
process and finished goods '(Nonnan & Banks, 1998). Among the resources in an
emergency room are doctors, nurses, lab technicians, beds, and x-ray machines.
Resources may have characteristics such as capacity, speed, cycle time, and reliability
(Harrell & Tumay, 1995). Examples of resources listed by Harrell and Tumay are as
follows:

e Equipment

e Staff

e Facilities

e Money

State Variables

Shannon (1975) defines the state of a system at a particular instant to be “the set of
relevant properties which that system displays at that time.” Analyzing a system involves
studying the state of the system at a given point in time and understanding how the system
changes over time. The collection of all information needed to describe the state of a
system at a given point in time are called state variables. (Banks, 1998). Examples of state
variables include;_

e Current number of entities waiting in a line

e Current state of a machine (idle, busy, processing, down)

e (Current number of busy resources

e Current number of entities in the system (Harrell &Tumay, 1995).
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Changes in a sttem’s State

Changes in a system’s state occur as a result of an event, an activity, or a control.
An event is a moment in time at which a significant change in a system’s state occurs
(Pidd, 1992). For example, suppose that a critically injured patient arrives at an
emergency department in an ambulance. The arrival is an event because it changes the
system’s state, namely the number of entities in the emergency department. Transitions in
the state of a system can occur continuously over time or at discrete moments in time.
The specific distinction between the two will be discussed later. Events are often grouped
together chronologically into a sequence of events. Such a sequence is called a process
and is usually used to represent all or part of th¢ life of entities (Pidd).-

Activities are tasks or operations initiated at each event that cause changes in a
system, such as transporting lab samples, repairing equipment, or checking out a
customer. The activities are usually performed by resources or entities, thus changing
their states. Activities that occur outside the system are exogenous, while those occurring
inside the system are endogenous. Examples of activities include:

e Entity processes (registering, blood drawn, phone calls)

¢ Entity movement

e Resource movement

e Resource setups

¢ Resource maintenance and repairs (Harrell & Tumay, 1995).

Controls determine how, when, and where activities are conducted. They also

. influence what task is performed for certain situations. Controls could be in the form of
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plan_s, schedules, and policies, or written procedures and computer 10gic. Some typical
controls include:

* Employee schedules

e Manufacturing plans

e Process plans

¢ Treatment protocols

e Instruction manuals

¢ Maintenance policies (Harrell & Tumay, 1995).

System Performance Measures

The factors influencing system changes were noted previously (see p.2). These
factors challenge managers to improve system performance. System performance refers
to the states that a system assumes over a specified time interval (Fishman, 1973).
Performance measures are used to measure the efficiency of a system and to determine
how a system is performing after changes have been made (Harrell & Tumay, 1995).
Examples of common performance measures for service systems are:

e Cycle time: The throughput or service time for processing material or

customers

® Resource utilization rates: The amount of time that equipment and personnel

are being used.

* Value-added time: The percentage of time that material and customers

actually spend in operation or receiving service.
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o Waiting time: The perCéntag(:jc').f' time that material and customers spend
waiting for.operati‘ons and Sérvices.
® Processing rate: The throughput.or service rate of material, customers, etc.
® Quality: The percentage of parts prOduced or customers served that meet a
defined, acceptable set of sfaﬁdard_s.
e Cost: The operating costs of a system.
. Flexibili;y:- The abi]it_y of the system to adapt to changes in volume and
variety. (Harrell & Tumay)
Performance measures should be specific goals that include measurable objéctives.
For instance, a fire department might want to reduce their average response time by a full
minute or an emergency room may want to reduce average length of stay for patients to
180 minutes. Goals should not be indistinct or vague such as “to improve quality of care”

in an emergency room.

System Analysis

The approach to define the most practical, appropriate, and acceptable means for
evaluating a system in its entirety and for testing new innovations is c_ﬁ'lled-system analysis
(Chorafas, 1965). Ideally, system _dhalys_is is done with the actual system in its true setting.
However, experimenting with the actual system may be impractical, costly, or disruptive
to the present practices of the system (Law & Kelton, 1982). For instance, suppose an_
emergency department decided to reduce the number of doctors working during a
particular shift, without knowing the effect it would have on patient waiting and

throughput times. Indeed, making such complex decisions on a trial-and-error basis in
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such a complex environment may be not only difficult, but also potentially very costly and
may expose patients to avoidable risks. Instead of experimenting with the actual system,

system analyst often use a model to study how the corresponding system behaves.

Modeling

The first step in studying a system is to construct a model. A model is an imitation
or representation of a system designed for the purpose of studying the system and its
components. Its purpose is usually to aid us in explaining, understanding, predicting and
ultimately improving a system’s behavior (Shannon, 1975). A model is usually less
complex than the system it mirrors. Although a model is only a representation of actuality,
it provides insights into the real system. Harrell and Tumay (1995) characterize a good
model as follow. A good model:

¢ Includes only those components that directly relate to the study.

e Accurately corresponds to the system.

¢ Provides meaningful results.

e Is easily modified and expanded.

¢ Is fast and inexpensive to build.

¢ Is credible.

¢ Isreusable.

The concept of 2 model is not new. - Man has always used modeling to try to
represent and understand ideas and objects. For instance, new democracies around the

world attempt to model the United States constitution. Children model the behavior of
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parents, teachers, athletes, or musicians. Many of the major advances in science and
engineering were made by studying models of natural phenomenon. For instance, the
modeling with complex mathematical equations has helped send men to outer space. The
functions of models are many. Fishman (1973) recognizes eight reasons for using a
model:

e Insight: greater understanding of the system.

o Prediction: forecasting the effects of system modifications.

e Facilitation: the evaluation of change and the manipulation of the system is
easier.

e Control: the ability to manipulate more sources of variation.

e Time: the speed with which an analysis can be completed is increased.

* Organization: enables researchers to organize their theoretical beliefs and
empirical observations about a system and to deduce the logical implications of
this organization.

e Perspective: balance detail and relevance.

¢ (Cost: less expensive.

Types of Models

There are four catégoﬁes of models. They include: physical (or iconic), symbolic
(or schematic), analytical, and simulation models.

A physical (or iconic) model is a scaled replica of the system or object being
studied. Physical models may be scaled down (such as a model of an airplane) or scaled

up (such as a model of a molecule). They can be two or three dimensional (such as a map
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or a world globe). The distinguishing characteristic of a physical model is that it resembles
in appearance and structure the phenomenon being analyzed.

A symbolic or schematic model uses graphic symbols to display the basic logical
interactions between system elements. For instance, a symbolic model might be an
organization diagram where boxes and lines are used to represent the formal chains of
authority and communication existing among members of an organization (Shannon,
1975). Flow process charts are widely used to model systems symbolically in which
various occurrences such as operations, delays, inspections, etc. are depicted by flow lines
and symbols. Symbolic models are commonly used in systems studies because they can be
constructed easily and quickly and are easy to interpret.

Analytical models are abstract expressions of the relationships among system
variables that yield quantitative solutions. Although an analytica.l model is an abstraction,
we can learn about the corresponding system or phenomenon by interpreting its variables
and deducing a solution.. These models can be simple calculations manipulated with paper
and pencil or complex linear programming algorithms that determine the optimum
solutions for a given set of problems (Harrell & Tumay, 1995). Other analytical models
are sets of differential equations.

An example of a system that can be described by an analytical model is an

inventory control system with constant demand and fixed lead time for

replenishment. The decision-maker’s goal in studying such a system is to minimize
the total cost of its operation. This cost, as a function of reorder quéntity, can by
mathematically described, and the optimum order quantity can be analytically

obtained (Boxerman & Serota, p. 72)
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Whenever feasible, researchers should use analytical methods to model systems or
phenomenon. If the analytical model constructed is simple enough, the exact solution
may be found using analytical methods such as algebra, calculus, or probability theory
(Law & Kelton, 1982). However, an accurate mathematical expression representing the
system is oftentimes too complex to write or solve using analytical methods. In practice,
it is rarely possible to use analytical tools to solve models for systems that are extremely
complex. Many systems are too sophisticated to model and/or solve using analytical
means. In these instances, an appropriate approach is to turn to computer simulati;)n asa
way to model systems.

Simulation is a powerful modeling technique that enables researchers to study and
experiment with complex systems. A simulation model allows a designer or researcher to
experiment with alternative designs and operation strategies to determine how the changes
effect overall system performance (Harrell & Tumay, 1995). Investigators can test the
impact of a change or innovation using simulation modeling. They then can determine if
the new operational procedure should be implemented within the present system. An
analysis of the proposed system can be conducted, evaluated and modified, if necessary,
before spending funds to imple‘mentza system, which may prove to be ineffective or
inefficient. Simulation modeling allows investigators to anticipate the effects of changes,
as well as to examine the current system.

Most computer simulation models produce a statistical summary of the important
activity in the model over a specified period of time (Harrell & Tumay, 1995). Output
may provide quantitative measures of system performance such as resource utﬂization

rates, customer waiting times, or processing rates. The main objective of most simulation



studies is to estimate performance measures of the current system and to identify input
parameter values that will possibly improve these performance measures (Alexopoulos &
Seila, 1998).

“As an experimental tool, simulation is used to test the efficiency of a particular
design and does not, in itself, solve a problem or optimize a design (Harrell & Tumay,
1995)”. Simulation models do not solve problems, but can identify problem areas and
evaluate alternative soAlutions., By comparing the results of different scenarios, the optimal
solution may be obtained.

Other modeling techniques often complement computer simulation. For instance,
before building a simulation model of an emergency room, symbolic models of patient
processes through the system may be constructed. These flowcharts can then be

translated into the computer logic.

Model Classification
There are a number of ways of classifying models: We can broadly classify models
by applying the following criteria to the state variables.
* Temporality: Do the state variables vary with time (dynamic) or are they
static?
e Topology: Do the state variables allow infinitesimal variation (continuous) or
finite variation (discrete)?
* Precision: Are the state variables predicted exactly (deterministic) or

predicted probabilistically (stochastic)?
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A dynamic model is one where the system state changes with respect to time. The
eventsfhat occur within th_e model continually unfold, one event affecting another. As time
passes, the state of a‘dynamicmod'el changes. Most phenomenon occurring in our lives is
dynamic in nature. An cxample of a dynamic model would be simulation model of a
grocery store’s activities in a 24-hour day. A static model is one that either omits any
recognition of time or provides a s'_hapshot of the state of a system at a moment in time
(Fishman, 1973). For instance, an arcﬁitectural model of a bridge is a static model.

Law and Kelton (1982) define and clarify the differences between discrete and
continuous models. A discret;e_: model is one for which the collection of dependent
variables compriSing the model change only ata finite number of time intervals. For
instance, a simulation model of a bank is an example of a discrete model since the number
of customers in the bank only changes when a customer enters the bank or when a
customer finishes being helped and ciép'arts. A_ICOntinuous model is one for Wthh the
variables change cOntinually with respect to time. Such models typically are described by
a system of differential equations. A model plane is an éx’ample of a continuous model
_Since the variable, its velocity, changes continuously in time.

A model is said to be deterministic if the fut_ure" behavior of the corresponding
system can be predicted exac;ly, given complete information about the system at one
instant in time or at one stage (Maki & Thompson, 1973). As noted previously, a pure
mathematical model is a representation of a system in which the real phenomenon and its
components are described by math.em‘atic_all gquations. For instance, Newton’s law of

universal gravitation mathematically models the attractive force between two bodies. This

is a deterministic mathematical model because, for all practical purposes, there is little
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error in predicting the gravitational force between any two masses. There are many
deterministic mathematipal models that explain events that occur in nature. Mathematical
textbooks are filled with deterministic models, most of them describing phenomenon about
the world. In a determ_jnistic simulation model, the result of one single simulation run
provides exact measurements of the system’s performance (Harrell & Tumay, 1995).

In contrast to a deterministic model, a stochastic model contains one or more
random variables. These are probabilistic models. No matter how much one knows about
the system under investigation, it is impossible to predict with absolute certainty how the
system will behave in the future (Maki & Thompson, 1973). Lewis and Smith (1979)
describe an example of a stochastic model discussed as follows. Picture a person dropping
a penny repeatedly from a tall building and then recording the landing positions. The
penny will not land in the same spot at each trial. The landing locations may vary as a
result of some other phenomenon such as wind, so the position of the penny at each
iteration is subject to some unknown error. There may be an apparent pattern in the
landing spots, but the exact landing spot of the penny is, for all practical purposes,
unpredictable. However, some landing spots are more likely then others which enables
one to estimate the expected landing spot of the penny.

The output data for a stochastic model are themselves random and thus only give
estimates of the true behavior('of the system ( Law & Kelton, 1982). That is, stochastic
models only yield average responses. Confidence in the results is obtained by using a large
enough sample size so that the estimation is a likely one. Deterministic methods are

usually used to model well-understood events. Many systems, particularly man-made

ones, are too complex to model using deterministic methods. For example, there is a
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deterministic method for modeling the penny example but it requires infinitely many
variables, which makes the model impractical, if not impossible, to use. Thus, stochastic

models become very useful.

Discrete-Event Simulation

Simulation models of systems can be classified as either discrete-event,
continuous-event, or combined. Discrete-event simulation involves the modeling of a
system as it evolves over time by a representation in which the state variables change only
at discrete points in simulation time (Law & Kelton, 1982). In contrast, continuous-event
simulation is used to model systems whose state is represented by variables that change
continuously through time. Some systems are neither entirely discrete nor entirely
continuous. Occasionally, it is necessary to construct a simulation model capable of
modeling discretely changing and continuously changing state variables (Law & Kelton,
1982).

Most service systems are discrete-event systems. Examples include typical service
settings such as banks and outpatient clinics. For example, a customer arrives at the bank
and waits for a teller to become idle. A teller performs a variety of services for the
customer who then departs the system. The arrival is a discrete event. The initiation of
service by the teller also constitutes an event that reduces the number of customers
waiting in the queue. Service completion and departure of the customer from the system
constitute other discrete events that change the state of the system.

Throughout the remainder of this thesis, discussions will focus on discrete,

dynamic and stochastic simulation models..
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Advantages and Disadvantages of Simulation

Advantages and disadvantages of using discrete-event simulation as discussed by

Law and Kelton (1982) inclu_de,;

Most complex, real-world systems with stochastic components cannot be
accurately analyzed with an analytical model, even if such a model is available,
because of the complexity of the analysis. For example, the number of

parameters and variables may be in the thousands. Thus, a simulation is often

‘the only type of analysis possible.

Simulation allows one to test the effects of changing operating conditions,
policies, and system design. New possibilities can be explored without
committing funds and disrupting the actual system.

Alternative systems can be evaluated using simulation to determine which
alternative best meets the specified requirement(s). New systems can be
designed, or an éxjsting system can be redesigned or refined based on the
simulation results.

Using simulation, one can maintain much better control over experimental
conditions than generally would be possible when experimenting with the
actual system.

System behavior can be studied over a long period of time within a short time

frame.

Mpdels of simulation can also be used as a tool in familiarizing personnel with a

system or to demonstrate a new idea, system, or approach. (Chorafas, 1965). Simulation
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also provides better insights into interactions that may exist among variables in a complex
system and to determine why certain phenomenon occur in a system (Banks, 1998).
Simulation is not without disadvantages. Law and Kelton-outline some drawbacks of using
simulation. ‘

¢ Simulation models take time to develop and are sometimes expensive.

¢ A stochastic simulation model only produces estimates of a model’s true
characteristics. These estimates are based on data and process designs
introduced by the researcher. Confidence in the results is attained by running
the simulation several times to ensure that the sample size is large enough and
by validating that the output from the model is consistent with the data
collected about the actual system. Simulation models are generally not as
capable of optimization as they are at comparing a fixed number of specified
alternative systems.

e If the simulation model does not accurately represent the corresponding
system, the /results will provide little beneficial information about the system’s
behavior. Researchers may place too much confidence in results that appear
impressive.

Harrell and Tum'ay (1995) add other potential dangers of using simulation. The

results can be misinterpreted. And sometimes it is hard to determine whether the results
are valid. They agree with Law and Kelton in regards to the cost and time issues.

However, Harrell and Tumay justify the these issues in stating that “the savings from the

project far exceeds the cost of simulation. The cost and time to simulate a system becomes
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minuscule compared with the long-term savings from having efficiently operating

systems”’ (Harrell & Tumay, p. 13).

When to Simulate

The benefits and drawbacks should be taken into account when deciding whether
or not to use simulation to model a system. If an analytical model can be developed it
should be used over a simulation model. Harrell and Tumay (1995) say simulation is
appropriate when:

e Building a mathematical model is impractical or impossible.

e The system has one or more interdependent random variables.

e The interactions between variables of the system are extremely complex.

e The question of interest requires observing the system over a very long or very

short period of time.

e The ability to illustrate the system using animation is important.

Uses of Simulation

Simulation was first used by the aerospace industry during the 1950’s, primarily
for military applications. The popularity of simulation progressed slowly because
computers were costly, modeling required difficult and extensive programming, computer
memory was constrained, and processing speeds were slow (Harrell & Tumay, 1995).
Today, simulation is used in many areas. Computers are now less expensive, and have
greater processing speeds and memory.  Furthermore, the simulation products available

are easier to use and provide more capabilities.
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-Simulation is now commonly used in a wide spectrum of manufacturing and
service systems. There is a vast amount of sqftware available today for modé]jng these
systems. For instance, there are. now industry-specific simulation products that are
tailored to model specific domains. Simulation can be used in many different ways
including the following listed by Pritsker (1998):

e As an explanatory tool to understand a system or problem

* As a communication means to describe the operations of a system

e As an analysis tool pinpointing critical elements affecting system performance

e As a design assessor to evaluate proposed solutions and construct new

alternative solutions

e As ascheduler to develop schedules for resources, tasks, and jobs

e As atraining tool to help personnel in learning how a system operates

* As a control mechanism for the distribution and routing of materials and

customers

e Asapart of the system 10 provide on-line information, status projections, and

decision support.

As an explanatory tool, an analysis tool, and a design assessor, simulation can be
used to develop a new system or modify an existing system. In constructing a new
system, simulation can help planners predict how a system will operate and, if necessary,
make changes before spending funds to implement a system, which may prove to be
ineffective or inefficient. In an existing system, simulation is used to identify critical
elements affecting system performance, to examine and test proposed solutions to

problems, and to determine the best alternative solution.
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When simulation is used to design a new system or modify an existing system, the

following issues are addressed:

Methods selection: Should several activities all be performed at a single
station or broken up into several operations?

Optimization: What is the optimum number of resources that best achieves
performance goals?

Capacity Analysis: What is the throughput capacity of the system?

Control system decisions: Which tasks should be assigned to which resources

(Harrell & Tumay, 1995)?

As a control mechanism and a scheduler, simulation helps in managing the

operation of a system. It can be used to determine the best way to control the distribution

and flow of customers and materials, in addition to developing schedules for resources,

tasks, and jobs. “A manager can more accurately predict outcomes and therefore make

more intelligent and informed decisions by simulating alternative production schedules,

operating policies, staffing levels, job priorities, decision rules, etc.” (Harrell & Tumay,

1995). Simulation can assist managers in making these decisions:

Production/Customer scheduling: What is the best sequence and timing for
introducing products or admitting customers into the system?

Resource Scheduling: What staff and equipment are necessary during which
shifts?

Maintenance Scheduling: What preventive maintenance schedule is the least
disruptive to the system operation?

Work Prioritizing: What is the best way of prioritizing tasks to maximize

results?
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* , Flow Management: What is the best way of controlling the distribution and
flow of customers/materials in bihe system?

. _Delay/lnventory;Managei_i;_ent_; What i_‘s‘the ‘best way to keep customer waiting
or inventory levels to a minimum?

. Quqliﬂty_-]\{qnégemen{tg ,I-onvy will operationS'be affected if inspection points are
taken ‘away and personnel assume full responsibility for the quality of their
work (Harrell & Tumay, 1995) ?

As a means of poiﬁrﬁ_unication and a training tool, simulatién can help personnel to
learn about the opei‘ations of a system. It enables operators, service representatives, or
Supervisors to undefstaﬁa what occurs when alternative decisions and operating
procedures are 'ir'nplcmentcd (Harrell & Tumay, 1995). This will greatly assist personnel
in understanding system operations, thus preparing them to work with the actual system.
Training personnel using simulation is also “less expensive and less disruptive than on-the-

job-learning” (Banks, 1998, p. 12).-

‘Steps in the Simulation Project

There are se\(eral necessary steps designing a simulation model. The following
steps were developed by Banks (1998), Musselman (1998), McGuire (1998), and Shannon
(1975).

e Problem formulation: The researcher defines the problem to be studied and

identifies the process to be simulated. ‘The statement of the problem must be

well understood by the researcher and the client.. Also, the researcher must be
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certain that he or she clearly understands what aspects of the process are to be
included in the simulation.

Define the objectives and goals of the study: The researcher defines the
objectives of the simulation project. The objectives signify the questions to be
answered by the study.

Formulate and define the model: The researcher designs the basic structure
and content of the model. The actual system is abstracted into a conceptual
model, such as a flow diagram that ‘includes the elements of the system, their
characteristics, and their interactions. Banks (1998) recommends beginning
the modeling process simply. Add more features, as necessary, until a model of
appropriate complexity has been designed.

Data Collection: The researcher identifies, defines, and collects the data that
need to be put into the model.

Model translation: The researcher captures the conceptualized model using a
simulation language acceptable to the computer being used. Musselman
(1998) recommends considering the following guide]incs during the model
building stage: focus on the problem, start simple and add detail later, curb
complexity, maintain momentum, and continue to review the project.

Model verification: The researcher examines the simulation program to be
sure that the operational model correctly reflects the conceptual model.
“McGuire (1998) suggests comparing the model flow with flowcharts. The

researcher must confirm with the client that the correct process is being used.
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* Model validation: The researcher runs the simulation to determine if the
output from the model is cOnsistent with the data collected about the actual
system. There should not be a significant difference between the two. If there
is, “the analyst must find the area of the model that is causing the most:
deviation from the historical data and use direct observation to find the
offending process” (McGuire, 1998, p. 613).

. chperimentation: The researc_her"develops and tests various alternatives that
are directly related to the project’s '_dbjectives. These alternatives represent
changes to the existing system and are tested to determine if they improve the
system’s performance.

e Interpretation: The researcher interprets the results of the alternative in terms
of their bearings on the project’s objectives.

. Documentation and reporting: The researcher records the results of the
analysis. This will give the client a report on the “alternatives that were tested,
the criterion by whiqh the alternative systems were compared, the results of the
experiments, and analyst recommendations, if any” (Banks, 1998, p. 18).

There are three aspects particular to stochastic computer simulation that the

analyst needs to be aware of when performing verification and validation. They are:

random number generation, generation of input variables, and analysis of output data.

Random Number Generation

Stochastic simulation models do not yield the exact theoretical solution of the

system under investigation, rather they enable one to find the best workable solution
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among a set of solutions (Harrell & Tumay, 1995). Sample runs of the output data for a
stochastic simulation model only provide an estimate of the true characteristics of the
system. Moreover, during each run of the simulation, numerical values of each random
input variable must be provided.

To generate sample input values in a stochastic simulation model, a random
number generator must be used. The generator is a computer program, which produces
values that are uniformly distributed between O and 1, at least approximately so. Also, the
values generated are assumed to be independent and identically distributed.

However, the sequence of numbers resulting from the random number generator
does not meet all the criteria that establish randomness. The numbers generated are
deterministic because any given sequence can be reproduced given the starting value.
Thus, the numbers generated are actually pseudorandom. Banks (1998) says that there is
no need to be concerned, though, since the length of given sequence is quite long prior to

repeating itself.

Input Data

The variance for each element in a system being modeled must be represented in
some way. If the variables are independent of each other, then one technique is to fit a
probability distribution to the data for each variable. If such a distribution is found, the
random numbers generated by the computer can be transformed to mimic that distribution.
‘The variables are thus goihg to be modeled as random variates. Random variates are used
to rep"rcsent,"for example: interarrival times, batch sizes, processing times, repair times,

and time between failures. (Banks, 1998). Stochastic systems often have time or quantity
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values that vary from incident to incident. Probability distributions are helpful for
predicting the next time, distance, quantity, etc. to use for a particular random variable in
the simulation, such as the mean arrival rates for patient types (Harrell & Tumay, 1998).

For many queuing processes, the fitted distribution is quite predictable. For
instance, if arrivals are coming from an infinitely large population, occur one at a time, are
totally at random, and are completely independent of one another, a Poisson process
occurs. The number of arrivals in a certain time interval fits a Poisson distribution and the
time between arrivals fits an exponential distribution (Banks, 1998). Banks recommends
f_olloWing this three-step procedure to fit appropriate distributions to the data:

¢ Hypothesize a candidate distribution.

e Estimate the parameter(s) of the hypothesized distribution. |

~

* Perform a goodness-of-fit test such as the chi-squared test.

Output Data Analysis

‘Because the input variables are random (arrival times, etc.), then the output
measiire_s are also random (throughput times, averaging waiting times) (Harrc]l'&' Tumay,
1995). As noted previously, after several simulation runs, the output data for a stochastic
simulation model provides only an estirﬂaté of the true characteristics of the model.
Simulation runs usua]ly do not produce observations that are independent and identically
distributed. Thus, the researcher must take care in”drawing inferences based on applying
traditional statist‘ical methods in the analysis of simulation output. However, there are

statistical techniques for computing confidence intervals after » simulation runs to
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J détern_iine, 'fo_r example how close the éémple size average ;(_Y)Afor a given variable is to
the true mean ().
Areas of Applications |
The.app]igz}tidns‘afeas of disq;gtc—evgnt simulation are widespread. Documented
studies show that sim‘ulatiog _hag_be_en' used for systems studies in many different areas.
Among many others ’ih_ey include: .manijfacturing systems, military systems, transportation
systems, and service systems..

Simulation has bﬁoven to be an effective tool for modeling manufacturing systems.
In one study, cited by Rohrer ( 1998), the Boeing Company located in Was‘hington was

-examining the manufa'cturin_g process for the new 777 aircraft. An elaborate crane system
handled the flow of large pa?ts, such a§' wings and engines, between éssembly processes.
Using computer simulation, engineers ;;vere able to view the crane movements of large
parts with three-dimensional animation. Boeing was able to determine the crane handling
capacity and a realistic build rate for the new aircraft.

‘Simulation has been used successfully in the m1]1tary for problems including
wargaming, acquisition, logistics,“, and communication. Iv_; can been,used as “‘a decision
support tool to determine how a battle force should be constituted, how it might be |
deployéd, and how the weapons system should be acquired and maintained” (Kang &
Roland, 1998). For 'instance', wargaming simulation models are used as a safe and
inexpensive alternative to live training exercises.

Transportation sjstef;ls provide a wealth of application for simulation. There are

basically five: modes of transport for freight and passenger movements. They are: motor
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vehicles, railroads, air transport, water transport, and pipelines. Simulation studies have
been documented that analyze intelligent vehicle and highway systems, and airport/airline
operations. In one study at O’Hare International Airport in Chicago, simulation was used
to design a baggage handling conveyor system for a new terminal. The purpose of the
model was to test several different alternative designs for storing luggage (Rohrer, 1998).
The application of simulation in service systems is also beneficial. Some service
systems tﬁat have been studied using simulation are: banks, food service, health services,
financial services, and entertainment. Many service systems are stochastic, complex, and
discrete processes operating in resource-constrained environments (Laughery, Plott, and
Scott-Nash, 1998). Thus, discrete-computer simulation provides a means of
understanding, analyzing, and optimizing various service systems. For example, in a study
cited by Laughery et al., simulation was used to improve the time customers spent in a
Japanese bank. In another study conducted by Kharwat et al. (1991), simulation was used
to investigate restaurant and delivery operations relative to staffing levels, equipment
layout, workflow, customer service, and capacity (cited in Harrell & Tumay, 1995).
Numerous successful applications using computer simulation in the health services arena
‘have been documented. This type of application is the principle focus of this paper. Many
simulation studies of hospital emergency departments will be discussed in the following

section.

Simulation in Emergencg Departments )

Hospital emergency departments are continuously searching for ways to improve

the efficiency and performance of their systems. Health care planners, recognizing the
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need to continuously improve the quality and efficiency of their emergency department
(ED) operations, are often required to make cha;qges, sometimes costly ones, to the
system without knowing if improvements will result. Indeed, making such complex
decisions on a trial-and-error basis in such a complex environment can be not only
difficult, but also very costly. With the increasing capability and availabi.lity of computers,
a growing number of hospitals are using simulation technolo gy to help identify ways to
improve the system, especially when there are several alternatives to consider (McGuire,
1997). Managers of health care delivery are finding it necessary to use éomputer
simulation to assist them in the decision-making process. Many successful applications
using computer simulation in the health services arena have been documented. The
following literature review provides some examples of hospital-related p;Oblems
simulation can address.

During the 1960’s simulation studies in health care systems began to evolve. In
1965, Fetter and Thompson used simulation to construct three models of proposed
hospital subsystems: a surgical pavilion, a maternity suite, and an outpatient clinic. The
model of the surgical subsystem was designed to allow experimentation with various
configurations of special and general purpose operating rooms and with various
scheduling policies. The simulation model of a maternity suite was built to predict the
facility requirements for various patient loads given a variety of treatment levels. An
outpatient model was designed to examine the effect of patient volume on patient waiting

times given a generated schedule of appointments for each doctor on each day based on

predetermined load factors, appointment intervals, and office hours.
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In 1967, Handyside and Morris utilized simulation to determine the bed occupancy
rate of emergency patients. They used as input data the mean daily admissions for all
patients, the distribution of length of stay for all patients, and the emergency admissions
schedule. Many hospitals are faced with the problem of finding inpatient accommodation
for patients who need immediate attention. This simulation model tested various
rotational admission schedules and how they affected bed occupancy of emergency
patients.

Simulation studies have provided administrators with decision support for
justifying expansion projects and new facility designs. Schmitz and Kwak (1972) used
simulation to examine the amount of operating and recovery space needed for a 144-bed
increase at Deaconess Hospital in St. Louis. Zilm, Calderaro, and Del Grande (1976) used
simulation to predict the optimum number of operating rooms for a surgical suite.

The subject of patient flow has been studied in many simulation projects. Flagle
(1970) tested changing the operations of a busy outpatient clinic in atterpt to reduce
patient waiting times. He proposed that patient delays could improve by combining
certain tasks, thus operating with a parallel flow rather than a serial one. By training the
cashier ;i.nd the registrar in each other’s job, bottlenecks were reduced for early patient
contacts.

In another study, Alessandra, Grazman, Parmeswaran, and Yavas (1978)
developed a computer model to determine how changing staffing procedures would
reduce patient waiting times in a family planning clinic of a large Southeastern hospital.
Several alternatives were evaluated to see if they improve the observed bottlenecks. A

new scheduling policy was recommended for implementation, shifting 35% of the patients
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scheduled 1n the monﬁng to the afternoon hours while keeping the present staff of two
full-time operating desks.

Hunter, Aslan, a.nd Wiget (1987) designed a simulation model to investigate
surgical patient movement in Montefiore Medical Center, located in Bronx, New York.
The 1176 bed teaching facility was about to undergo major building renovations and
cxpansibns. The expansion included the addition of 17 new operating rooms to replace
the current 13 facilities. The hospital admi{ﬁstration also wanted to strengthen and expand
several surgical subspecialties. The objectives of the simulation study were to:

* Determine the number of Recovery, ICU, and Surgical Patient beds necessary

to accommodate varying patient volumes and mixes.

e Determine the results of adding a Stepdown bed system, which s defined as a
bed requiring more intensive care than a regular unit bed, but not as much
needed for intensive care or the Recovery room.

-e Determine resource utilization for surgical patient length of stay variations.

¢ Allow for future study, including staff and material resources required under
each scenario.

The paper only _addressed the Neurosurgery model development and conclusions. Similar
mode!s were designed for other surgical specialties. The results of the Neurosurgery
model in&iéate that the most effective 'opefational balance to be: 10 ICU beds, 24 Regular
beds, 2 Operating rooms, 2 Recovery Room beds, and 4 Stepdown Beds.

Levy, Watford, and Owen (1989) developed a simulation model of a proposed

-outpatient service center at Anderson Memorial Hospital in Anderson, South Carolina.
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The model was designed based on historical data. The results of the simulation were used
to determine minimum facility design requirements, based on various expected demands.

Klafehn and Owens (1987) used a simulation model design to examine resource
utilization in the pediatric emergency room at the Children’s Hospital Medical Center of
Akron. They investigated the differences in patient flow using two orthopedic groups
versus one orthopedic group. The results indicated that the length of stay for orthopedic
patients was significantly reduced when/é second orfhopedic group was added. However,
the addition of the orthopedic room dici not significantly reduce the length of stay for all
‘ patients in the emergency room,

Badri and Hollingsworth (1992) used simulation modeling for scheduling in a 600-
bed Rashid Hospital in the United Arab Emirates. The hospital wished to evaluate: the
p}OCesses of the current system, the consequences of referring patients with minor
ailments to local medical clinics, the effect of classifying patients depending on the severity
of their ailments; and to test the impact of reducing the number of resources. Several
“what-if” questions resulted from the study. The management team, using computer
simulation, selected as the best scenario the one that most significantly reduced resource
utilization while keeping the patient mean time in the system within acceptable limits.

In 1997, McGuire conducted a study using health care-specific simulation
modeling software to decrease the length of stay in a level I emergency department. The
simulation software, M;edModel, is a Microsoft Windqws based simulation software
developed for modeling health care systems. The package was originally produced in
1988 by ProModel Corporation. - The software provides built-in graphics specific to health

care so that the icons and animation are appropriate to the environment being investigated.



MedModel also provides a built-in programming language, which allow the user to
specifically tailor the program to the process they are attempting to model. McGuire
tested five alternatives intended to reduce patient length of stay. The final
recommendation included combining four of the five scenarios and reduced length of stay
by 50 minutes to 107 minutes.

Due to the stochastic nature and complex dynamics of hospital emergency
departments, analysts are increasingly using discrete event stochastic simulation as a tool
for evaluating emergency care systems. Computer simulation modeling is an effective tool
that may assist emergency department managers in many areas such as: lowering costs,
reducing patient wait times, improving facility design, scheduling staff, training and
educating staff, and testing new equipment. Evidence has ‘shown that simulation modeling
is an extremely effective analytical tool in developing solutions that improve the
performance of emergency departments. A simulation model allows patient flow, facility
layout, staffing, procedure and equipment changes to be tested so that optimal strategies
for the ED can be designed and implemented. (Kilmer, Smith, Shuman, 1997). Simulation
modeling allows management to anticipate the effects of changes, as well as to examine
the current system (Badri, Hollingsworth, 1992). “It is probably the only decision support

tool that could be used in such a complex situation” (Badri, Hollingsworth, p. 13).



CHAPTER III
METHODOLOGY

Brackenridge Hospital

There are 22 Trauma Service Areas (TSAs) in Texas, divided geographically by
county. Brackenridge Hospital located in Austin is designated in Area O, serving the 13-
county Central Texas area. This hospital is part of the Seton Healthcare Network serving
as the leading trauma facility in Area O, and offering the highest level of trauma care
where the majority of critically injured patients receive care. The facility has level II
certification providing comprehensive trauma care for all types of injuries and illnesses,
except for seriously burned patients who are stabilized and transported to burn centers.
The center has 357 beds for adult patients and 84 beds for pediatric patients. The
emergency department is equipped and staffed to treat patients with minor or major
conditions, 24 hours a day, 7 days a week. Surgeons and surgical specialists are available
around the clock. Because these sub-specialists are not in-house 24 hours a day,
Brackenridge is designated level II. A qualified medical social worker is available 24
hours a day to help stabilize psychiatric patients. The center is also the home base for the
Star Flight helicopter rescue service, offering pre-hospital care via air ambulances.
Brackenridge has a separate children’s emergency center developed spe;:iﬁcally for injured

or ill children.
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The adult division of the emergency room treats over 50,000 patients annually.
The staff includes physicians, nurses, technicians, residents, and interns. The adult ER is
equipped with 10 trauma beds, and 20 treatment beds, three of which are designated for
minor care patients, and three of which are for Obstetrics/Gynecology (OB/GYN) and
Eye, Ear, Nose, and Throat (EENT) exams. Additionally, the emergency department has
aradiology room. The average(length of say for outpatient adults in the emergency

department is 157.3 minutes and for inpatient adults is 258.3 minutes.
Simulation Software

The simulation software selected to model the adult emergency department at
Brackenridge Hospital is MedModel version 3.5. Medmodel is a Microsoft Windows
based simulation software developed for modeling and analyzing health care systems of all
types. The package was originally produced by ProModel Corporation in 1988. The
software provides built-in graphics specific to health care so that icons and animation are
appropriate to the environment being investigated. The simulation model depicts a
dynamic animated representation of the system and produces various performance
measures such as resource utilization rates, waiting times, and throughput times.
Additionally, MedModel provides a built-in programming language, which allow the user

to specifically tailor the program to the process they are attempting to model.
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Steps in the Simulation Study

There are several necessary steps to follow in order to complete a simulation

model. The steps used to design this model are presented in Figure 1.

Problem Formulation

y
" Define Goals

Problem Formulation

The problems studied in this simulation project focused

Model Formulation

on resources utilization rates for doctors, nurses, and technicians,

Data Collection patient waiting times, and patient throughput times. The process

Model Translation simulated was patient flow through the emergency department

: 4 from patient arrival to discharge or admit. During preliminary
Model Verification

i meetings, the administrators stated their objectives, so the focus

Model Validation

of the project was well understood.

Experimentation

, ) Define the Goals of the Study
nterpretation

The goals of this research project are to capture data, to

y R
Documentation and
Reporting

Figure 1. Stepsin Buiding model the delivery of emergency care within the adult emergency
a Simulation Model

department at Brackenridge Hospital, and to provide estimates of
system performance. Proposed analysis issues.are: determination of the average patient
waiting times by patient type, the average throughput times by patient type, resource
utilization rates, and how these times and rates are affected by changing process flows or

resource levels.
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Formulate and Define the Model

Flow diagrams were constructed to depict patient flow through the entire system.
Four of these were designed, illustrating patient flow from the time a patient arrived in the
emergency department to the time the patient was admitted or dfscharged. The flow
diagrams were reviewed by clinical managers to check for accuracy. Then, necessafy
changes were made to reflect their comments.

The first flow chart (presented in Figure 2) illustrates the flow of patients who
enter the emergency department through the walk-in enirance. Upon arrival, patients
check-in with the triage nurse who begins an initial assessment. The triage nurse assigns
patients into one of four categories based on their age and the acuity of their medical
needs. These categories are listed as follows in order from most critical to least critical:
immediate, urgent, non-urgent, and minor care. The triage nurse performs a complete and
thorough assessment of immediate, urgent, and non-urgent patients. The triage process
for a minor care patient is completed after the patient is placed in a bed in the Minor
Emergency Center (MEC).

The triage nurse transports immediate patients directly to CRASH, the trauma care
area, for prompt medical attention. These patients are immediately seen by the CRASH
nursing staff for compiete vital signs, a thorough assessment, and stabilizing care. The
nursing staff initiates appropriate medical procedures based on the patient’s chief
complaints. The CRASH doctor is promptly \ihformed of all immediate patients and
examines these patients within 5 minutes of arrival, provides emergency treatment,
performs necessary medical procedures, and orders appropriate tests. The nurses and

technicians in CRASH carry out the doctors orders. Senior level residents in surgery,
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obstetrics-gynecology, pediatrics, and internal medicine, and upper level residents in
orthopedics and neurosurgery are in-house 24 hours a day for necessary emergency
consultation. Immediate patients are registered at bedside when time permits during the
treatment process.

Urgent patients in acute pain and suffering are taken directly to the treatment area
after triage and are registered at bedside. Urgent patients who are stabilized and are not
suffering from acute pain and distress are sent to the registration desk, then to the waiting
room. These patients are always given priority to be taken to the treatment area from the
waiting room. Urgent patients follow the same treatment process as immediate patients,
except they may have to wait for treatment (depending upon the acuity of their injury or
illness) and are sometimes registered at the registration desk.

Non-urgent patients are sent to the registration desk after triage assessment.
These patients are taken to the treatment area when a bed is available. Then, a doctor
evaluates each patient, performs appropriate medical procedures, and orders necessary
tests. The treatment staff then execute the doctor’s orders.

If the MEC area is not crowded the MEC technician takes minor care patients to a
bed or to the MEC waiting area. Otherwise, MEC patients wait in the triage wajting room
until a bed is ready or space is available in the MEC waiting area. Minor care patients are
registered at bedside or in the MEC waiting area. The MEC nurse practitioner is
responsible for completing the triage process and may supervise the LVN nurse in
completion of all triage data. The nurse practitioner evaluates each patient, provides

treatment, and orders appropriate tests. The MEC staff carry out these orders.
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Figure 3.Patient anival " Triage
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Figure 3 above illustrates the flow of patients who arrive by ambulance or by Star
Fﬁght helicopter rescue service. Most patients arriving by ambulance are immediate or
urgent patients. These two types of patients are directly taken to the appropriate
emergency care area where a nurse immediately triages the patient. The treatment process

is the same for these patients as those arriving in the walk-in entrance. Non-urgent
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patients who arrive in the ambulance entrance are placed in a treatment bed if one is

available. Otherwise, these patients must be transported to triage and follow the same

process as a non-urgent patient who arrived in the walk-in entrance.

Figure 4. Medical Procedures Flowchart
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Figure 4 depicts
the flow of patients who
require imaging or lab
work. Minor care, non-
urgent, and urgent
patients who need x-
rays are transported to
the radiology waiting
room in the emergency
department. The x-ray
technician transports
patients into the
radiology room to take
x-rays, and then
transports them back to
their beds. A portable

x-ray machine is

typically used to take x-rays of immediate patients in CRASH. Patients requiring special

imaging, such as computerized tomography and sonograms, are transported to the

radiology department to complete these procedures. A technician or nurse transports
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these patients back to their beds. Blood, urine, and other lab work is completed outside
the emergency department. The results are sent back to the emergency department after
analysis. Special imaging, x-ray and lab results are all reviewed by physicians or nurse
practitioners who then decide if additional tests are required.

Figure 5. Patient Disposition Flowchart Figure 5 illustrates the patient
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writes admit appropriate inpatient units or to the
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v . . .
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inpatient bed
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A
Wait for Clerk processes
transport orders the emergency department and referred
v 2
Transport to Nurse discharges . .. .
floor or ICU patient to an appropriate clinic or specific
physician for follow-up care.
Data Collection

The data collection process consisted of using data already generated by the
emergency department in ER logs, reviewing patient records, interviewing staff, surveying

staff, and direct observations. From these sources, data on the number of patients arriving
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within each acuity level, scheduling patterns, treatment times, waiting times, and
throughput times were collected. The data collected on throughput times for patients
Clinical managers reviewed the data collected for verification.

The data used to find the number of patients arriving within each acuity level was
collected by reviewing medical records from 11 days total during the months of May,
June, and July of 1999. A total of 1776 records were reviewed. Of the 1776 patients who
were treated, 19.5 percent were minor care, 50.4 percent were non-urgent, 14.9 percent
were urgent, and 15.2 percent were immediate. This data, as well as the percent of admits
within each category and the percents of patients arriving in the ambulance and walk-in
entrances for each patient type, are presented in Table 1. The researcher also calculated
the average length of stay for each patient type from this sample of medical records. The
researcher determined the length of stay time for each patient by taking the difference
between the time the patient was discharged or admitted to the hospital and the time the
patient checked-in with the triage nurse. The emergency department itself gathers data on
average throughput times for discharged and admitted patients. However, these times are
determined by taking the difference between the time the patient was discharged or
admitted to the hospital and the time the patient registers. Thus, the times collected by the

researcher more accurately represent the patient’s experience.

Table 1. Patient Acuity Levels
Patient Level Percent Percent Walk-in | Percent Ambulance | Percent Admits

Minor Care 19.5% 100% 0% 0%
~ Non urgent 50.4% 87% 13% 4%
Urgent 14.9% 58% 42% 19%

Immediate 15.2% 35% 65% 63%
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The arrivals were averaged over 11 days from which medical records were
reviewed. Figure 6 depicts the arrival cycles in 2-hour increments for all patient types.
Table 2 shows the percent of patients that arrive in the EMS and walk-in entrances in 4-
hour increments during a 24-hour cycle. Arrivals percents for minor care patients were
estimated separately, since the minor care area is only open from 11:00 a. m. to 11:00 p.
m. These times are summarized in Table 3. Arrivals are strongly dependent on the time of
day. The busiest time of the day for all patients who arrive in both the walk-in and
ambulance entrances is from 9:00 a.m. to 11:00 p.m. By 12:00 a.m., the arrivals sharply

decline. The slowest time of the day is from 4:00 a.m. to 8:00 p.m.

Figure 6. Patient Arrival Cycles
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: Table 2. Patient Arrivals (%) by Time of Day
Time Period Patients (Walk-in) Patients (EMS)

4:00 am. 86 ' 14.7
 8:00 am. 7.5 9.8
12:00 p.m. 252 15.7
4:00 p.m. 231 18.1
8:00 p.m. 212 20.6
©12:00 p.m. 144 21.6

Table 3. MEC Arrivals (%) by Time of Day

Time Period . ._Patients
11:00 a.m. 17.2
2:00 p.m. 19.2
5:00 p.m. 22.8
8:00 p.m. 233
11:00 p.m. _ 17.5

Data on scheduling patterns for doctors, nurses, and technicians were collected.
These schedules were used in the simulation model. The emergency department staffing
levels are based on a plan that attempts to anticipate patient volumes and acuity levels.
This plan provides minimum, adequate staffing levels present at all times to treat the
patient populations predicted from trends and historical data (Brackenridge Emergency
Department Staffing Plan). Doctors work one of six eight-hour shifts. There are 3 doctors
on shift from 12:00 p.m. to 1:00 a.m., two on shift from 1:00 a.m. to 4:00 a.m. and from
6:00 a.m. to 12:00 p.m., and one on shift from 4:00 a.m. to 6:00 a.m. There is always one
doctor designated in CRASH. However, the CRASH doctor does treat patients in the

treatment area. The staffing matrix for nurses and technicians is illustrated in Table 4.
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Table 4. Staffing Matrix for the Adult Emergency Department

Resource 7:00 a.m. 11:00 am. 3:00 p.m. 7:00 p.m. 11:00 pm. | 3:00 p.m.
Triage RN 1 1 1 1 1 1
Charge RN 1 1 1 1 1 1

Treatment RN 2 2 3 3 2 2
PFC RN 1 1 1 1 1 1
Treatment Tech 2 2 2 2 2 2
CRASHRN 2 2 2 2 2 2
CRASH Tech 2 2 2 2 2 2
MEC Tech 0 1 1 1 0 0
MEC LVN 0 1 1 1 0 0
"MEC NP 0 1 1 1 0 0

There is always one RN on duty in triage where walk-in patients receive an initial
assessment, Charge RN’s are primarily responsible for supervising the staff in the adult
and children’s emergency departments; some of their rcsponsibi]itics include assisting with
patient care and with patient flow, rélieving staff for breaks, assigning staff to specific
areas, handling patient complaints, and adnﬁnistrative duties. The treatment RN’s are
designated in the treatment area and are assigned to care for non-urgent and urgeht
patients in specific rooms. There is always two RN’s assigned in CRASH to care for
immediate patients. The patient flow coordinator (PFC) RN is primarily responsible for
coordinating patient assignments and nursing care in the treatment area. The PFC nurse is
also utilized in CRASH when necessary. One treatment technician assists with patient care
in the treatment area, and one technician serves as a clerk. This is also true for the two
technicians in the CRASH area. The clerk’s responsibilities include arranging for patient
care in other departments, typing doctor’s orders and discharge orders, and answering the
phone. There is one technician, one LVN, and one Nurse Practitioner assigned to MEC,

which is open from 11:00 a.m. to 11:00 p.m.
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Table 5. Resource Treatment Times (minutes)

. | -Physicians Nurses Technicians.
MEC Assess - ..10 5 5
MEC Reassess 6 | 7 | 7
Non-urgent Assess 5 ] 7
Non-urgent Reassess 5 10 | 10
Urgent Assess 8 7 17
Urgent Reassess T T 12 12
 Immediate Assess 1 33 33
" Immediate Reassess 8 11 11

Data on treatment and :servic¢ times for physicians, nurses, and technicians
necessary to build the simulation model were gathered. This information was obtained by
on-site .Ob'se'n.'rétions, intgrviéWs," and surveys. Respondents to surveys and interviews
were asked to 'esf:ilﬁate the time néed’éd to initially assess and reassess patients. for specific
patient types. These times are listed in Table 5.

Data on turnaround times for lai) worl;, x-rays, and special imaging was collected
from the laboratory and radiolo gy departments. The percent of patients having these tests
completed within each category was found by reviewing medical records. These percents

and the average turnaround times for tests completed on each patient type are listed in

Table 6.
- Table 6. Lab Tests-, X-rays, -and Special Imaging A(%)
Patient Category Lab Work 1 X-rays Special Imaging
" Minor Care Patients | -6 . 15 1
Non-urgent Patients : 26 ' 25 : 5
Urgent Patients . ‘49 L 47 " 13
* Immediate Patients | - 85 89 30
Average Time (min.) ‘ 9 42 44
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Model Translaﬁpn

The process flow logic defined in the flow diagrams during the model formulation
ﬁhﬁsé was used.to build the simulation model. Computerized architectural drawings of
Brackenridge’s floorplans were ’obtz\u’ned from the hospital. The hospital floor plans were
then cropped and edited in Adobe P_hotoDeluxe 2.0 to depict only the adult emergency
department; this layout was then impo;ted into MedModel.

After the emergency department’s blueprints were opened in MedModel, various
modules found in the build menu were used to complete the model translation process.
The background graphics module was used to assign graphics, such as gurneys, to specific
areas within the emergency department. Other elements used tolﬁnish the model included:

 Locations: specific areas in the emergency department where entities are

routed for processing.

e Pathway networks: paths used by entities and resources to travel from one

location to another.

o Entities: elements processed by the system, such as patients and paperwork.

e Resources: people, equipment, etc. that provide services to entities.

e Variables: real or integer numbers that track information that is global to the
'model, such as the number of patients in the system.

e Attributes: constructs that assign information, sucﬁ as patient acuity level or

patient arrival time, to specific locations or entities.
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e Macro: a n‘ame'_‘for qn_expression;or set of statements that is used frequently in
the coding. Macros are created once in the macro editor module, and then the
macro’s name replaces the code that it represents in the model.

e Arrivals: constructs that define the entrance va entities introduced into the
system.

e Arrival cycle: a pattern of entity arrivals defined over a period of time, such as
a day.

e User defined distributions: empirical distributions used to allocate entities into
specific groups, such as patient acuity levels.

e Processing logic: defines entity activity from the time of entry into the system

to exit.

Model Verification

Patient flow in the simulation model was examined to be sure that it matched
patient flow in the emergency department. The verification process included documenting .
that patients in the model arrive at the right locations, are treated by the appropriate
caregivers for the appropriate distribution of time, receive appropriate care and diagnostic
tests, and travel to the correct next location. Patient flow in the simulation was also
compared with the flow diagrams created during the model formulation phase. The
administrators of Brackenridge’s emergency department verified that patient flow in the

model correctly reflects the actual system.
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Model Validation

The “as-is” model was simulated for one week and replicated twelve times to
obtain a total of twelve weeks of data. The first item analyzed in the model was the length
of stay times. Relying o'n_McGuire (1998), only those patient types which form a
significant percentage of total patient volume (and with sufficient historical data to provide
‘meaningful confidence iﬁte’fval.é) were included in the validation process. Since more than
'h_alf of the patient population is of the non-urgent type, their throughput times were
considered the most éigniﬁcant measure of model validation. Results showed no
significant difference between the system length of stay times for non-urgent patients as
gathered from medical records and the length of stay times generated by the model using a
one-sample T-test (p >.05). The number of patients within each category was then
compared to the numbersfound during the data collection phase. The results of a one-
sample T-test revealed no significant difference between the two (p >.05). Thus, the

simulation model promised to provide a reasonable reflection of the real-world system.
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CHAPTER IV
EXPERIMENTATION

One of the objectives of this simulation model is to develop and tests various
alternatives that are directly related to the project’s objectives. These alternatives
represent changes to the existing system and are tested to determine if they improve the
system’s performance. The results of each alternative are tested to determine if any
differences exist between the baseline model and the alternative. First, results of the

baseline model are discussed.

Baseline Model of Current System

The length of stay time for each patient is determined by taking the difference
between the time the patient was discharged or admitted to the hospital and the time the
patient checked-in with the triage nurse. The baseline model was simulated for one week
and replicated twelve times to obtain a total of twelve weeks of daté. The output for this
baseline model can be found in Appendix B. The average throughput time for each patient
type by mode of arrival was first examined. Immediate patients were separated into two
categories, for even though all severely injured patients need immediate care, for some
(Immediate 1 Category) it is critical that no time is allowed between arrival and treatment.

The average length of stay are summarized in Table 7.
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Table 7. Average Length of Stay for Each Patient Type (minutes)

Patient Category Average Time | Standard Deviation Minimum Maximum
MEC 120.96 9.68 48.65 259.05
Non-urgent (EMS) 164.63 25.13 44.20 489.02
Non-urgent (Walk-in) 183.90 20.68 48.01 592.86
Urgent (EMS) 174.92 - 12,56 72.89 455.63
Urgent (Walk-in) 182.12 13.81 72.72 497.63
Immediate 2 (EMS) 226.63 17.60 90.82 42232
Immediate 2 (Walk-in) 248.93 12.18 85.52 461.71
Immediate 1 (EMS) 243.54 10.01 110.14 359.91
Immediate 1 (Walk-in) 24228 12.28 133.01 355.19

The next output variable analyzed was the waiting room times for minor care, non-
urgent, and urgent patientsT Urgent patients haq the shortest waiting time because they
are always given first priOrit& tovl').e takgn to a treatment bed from the waiting room.
Immediate patients are alwéys tra_nspgrted directly to a bed in CRASH. Table 8 lists the

average time patients waited in the waiting room.

_ Table 8. Average Waiting Room Times (minutes)

Patient category Average Time Standard Deviation Minimum Maximum
MEC 35.46 8.73 1.96 154.6
Non-urgent 14.59 10.00 1.08 145.01
Urgent 954 2.74 1.12 77.94

Next, the utilization rates of doctors, nurses, and technicians were each analyzed.
The average utilization rates for resources in the treatment area account for the time they
spend caring for patients, cleaning rooms, and filling out charts. The utilization rates for
resources in CRASH and the minor care area only include the time they spend treating
patients and cleaning rooms. This explains why their rates are highest. The utilization

rates for all resources do not account for other non-treatment tasks, such as nurses
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preparing lab specimens to be sent to the laboratory or doctors reviewing results of

diagnostic tests. The utilization rates are listed in Table 9.

. Table 9. Avefage Utilization Rates for Resources

~___Resources - Utilization Rate.__
. Treatment Tech 78.02
- Clerk 63.83
RN triage ’ 50.52
. Treatment RN 1 87.04
Treatment RN2 . 83.52
Treatment RN 3 95.70
‘RN Charge . |- 65.66
RN PFC 72.88
" Nurse Practitioner . 68.37
MEC Technician 44.06
MECLVN 53.68
CRASHRN1 . - 56.60
CRASHRN 2 53.42
CRASH technician1 4336
CRASH technician 2 © 4021
Doctor1 - . 65.85
‘Doctor 2 ... 6298
"~ Doctor 3 . 70.99-

The utilization rate for treatment RN 3 is the highest of all othelj nurses. This
particular nurse is only on shift from 3 p.m. to 11 p.m., which is the busiest time of the
day. Doctor 3 has the highest utilization rate among doctors 1 and 2. This is because
Doctor 3 treats patients in CRASH and in treatment, whereas other doctors treat patients

only in the treatment area.
Scenario Analysis -

The researcher experimented with three alternatives to determine how certain

changes might effect overall system performance. The alternatives were all tested and the
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results were cbmpared to the results of the baseline model to determine if differences were
statistically s1gmﬁca.nt (using an indendcnt;saﬁiplé t-test in SPSS). The results of these
tests can be foﬁnd in Appendix A. A'Combﬁlation of the most effective alternatives is
recommended to the administrators for implementation. “The alternatives tested are now

discussed.

Scenario I

The first alternative selected was the addition of a treatment technician from 3 p.m.
to 11 p-m. The administrators stated they ,needed this extra technician permanently on
schedule. Scenario I was run for the same amount of time as the baseline model. The
average length of stay for non-urgent EMS patients decreased by 37.19 minutes and for
non-urgent walk-in patients by 31.83 minutes when compared to the baseline model. The
changes were found to be significantly different (p < .001). The average throughput time
for urgent EMS patients did decreasc by .48 minutes and for urgent walk-in patients by
7.14 minutes, although the changes were not signiﬁcant (p >.05). The average waiting
times in the waiting room for non-urgent and urgent patients decreased significantly by
8.63 and 3.65 minutes, respectively (p < .01).

Adding the technician effected the utilization rates for some of the resources
working in treatment. The three treatment nurses, thé charge nurse, the. clerk, the
‘technicians, and the patient flow coordinator share some of the same responsibilities. The
utilization rates for these resources decreased, as compared with the baseline model. Table

10 compares the utilization rates of both models.
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Table 10. Resource Utilization Rates in Scenario I

Resources . Scenario 1 Baseline
Treatment Tech 71.14 78.02
Additional Tech 81.03 Not Included

Clerk 58.88 63.83
Treatment RN 1 83.64 ' 87.04
Treatment RN 2 78.70 , 83.52
TreatmentRN3 | - 87.91 95.70

RN Charge "~ 60.04 65.66
RN PFC 69.69 72.88

Scenario Il

As a second alternative, the possibility of utilizing the radiology waiting room as
three treatment rooms was discussed. However, in the meeting at which this scenario was
raised, the administrators stated that they had recently started using that room as three
holding areas for non-urgent and urgent patients waiting to be admitted. So the effects of
this new change were tested instead. First, waiting room times were examined. Non-
urgent and urgent waiting room times decreased by 3.45 minutes and (.24 minutes,
respectively. This reduction was not signiﬁcant (p > .05). In addition, throughput times
were analyzed for both patient types. These times actually increased for non-urgent
patients as a result of the new change, although not significantly (p > .05). Table 11
shows the average throughput times for both models. The utilization rates for resources in
treatment increased negligibly, as compared to the rates for the baseline model. The effects
of implementing scenario II appears not to improve system performance.

Table 11. Average Length of Stay Times in Scenario II (minutes)

Patient Category Scenario II Baseline
Non-urgent EMS 172.73 164.63
Non-urgent Walk-in 188.98 183.90
Urgent EMS 174.64 174.92
Urgent Walk-in 185.97 182.12
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Scenario 11T

Scenario III examines the impact of using the radiology room as three treatment
areas for minor care patients. This patient type was chosen over non-urgent and urgent
patients because their privacy needs are less (the treatment areas are only separated by
curtains). The alternative significantly reduced the average waiting room time by 25.23
minutes and the average throughput time by 14.58 minutes for minor care patients (p <
.001). The average utilization rates for minor care resources increased negligibly, as
compared to those in the baseline model. Table 12 shows the utilization rates for the nurse

practitioner, the LVN, and the MEC technician for both models.

Table 12. Utilization Rates for Minor Care Resources in Scenario II1

Resource Scenario 111 Baseline
Nurse Practitioner 69.68 68.37
MECLVN © 4545 44 .06
MEC Technician 54.38 53.68

Scenario IV

Scenario IV-combines both scenarios I and scenario III by adding a treatment
technician on shift from 3 p.m. to 11 p-m. and utilizing the radiology waiting room for the
treatment of minor care patients. The effects of combining these two scenarios were
tested to determine the final impact on system performance. Then, a final
recommendation for implementation is made.

By combining both these alternatives, the average waiting room time was
signiﬁcanﬂy reduced by 27.09 minutes for minor care patients, by 8.18 minutes for non-
urgent patients and by 3.84 minutes for urgent patients (p <.05). The average length of

stay for minor care and non-urgent was also éigniﬁcantly reduced (p < .01). These times
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compared to the times from the baseline model are listed in Table 13. The utilization rates

for doctors, nurses, and technicians for both scenario IV and the baseline model are listed

below in Table 14
Table 13. Average Length of Stay Times in Scenario IV(minutes)
Patient Category Scenario IV Baseline
. MEC patients 102.80 120.96
Non-urgent EMS- 129.50 -179.63
Non-urgent Walk-in 155.57 183.90

Table 14. Utilization Rates for Resources in Scenario IV

Resources Scenario IV Baseline
‘Tréatment Tech 71.47 78.02
Additional Tech - 80.39 Not Included

Clerk "58.48 63.83

RN triage . -50.27 50.52
Treatment RN 1 84.02 87.04
Treatment RN 2 79.47 83.52

~ Treatment RN 3 88.17 95.70
.. RN Charge - " 59.89 65.66
~ RNPFC 69.53 72.88
Nurse Practitioner 67.82 68.37
MEC Technician 44.35 44.06
MEC LVN 52.99 '53.68
CRASHRN 1 - 58.33 56.60
"CRASHRN2 54.57 5342
CRASH technician 1 44.87 43.36
CRASH technician 2 . 4171 40.21
Doctor 1 65.56 65.85

- . Doctor 2 64.33 . 62.98
Doctor 3 70.74 70.99
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CHAPTER V
CONCLUSIONS

The objectives of this project were to build a computer simulation model of the
adult emergency department at Brackenridge Hospital, to evaluate the performance of the
existing system, and to test the consequences of potential changes that are intended to
improve system performance. Thg final recommendation includes adding a treatment
technician on shift from 3 p.m. to 11 p.m., and utiliz:ingl the-radiology room for the
treatment of minor care patients. 'Experimentation showed,that implementing these
changes significantly reduces the average length of stay for both non-urgent and MEC
patients. These two patient types combined cqnsti{ute over 65% of the patient volume.
So, it stands to reason that the average length of stay for all adult emergency department
patients should decrease. The impact of future changes to the emergency department can
be tested using the simulation model. This simulation model serves as a tool for
continuous quality impr(_)vemeiit l))ecause it documents performance measures and can be
used to evaluate proposed'systems intended to improve performance. An analysis of an
alternative system can be conducted by simulating scenarios, before spending funds to
implement any, which may prove to be ineffective or inefficient. The bottom line is: this

can save administrators time and money.
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Lessons Learned

Many lessons were learned during the phases of this simulation project. The
project could have been completed sooner had the researcher been aware of the many
obstacles that would arise. Some of the lessons learned are now reviewed. Others, who
are attempting similar projects, would likely benefit from these observations.

Since the patient records were not in a computer database, the collection of data
required reviewing actual patient charts. This was very time consuming. In addition,
some data collected was not needed to build the simulation model. The literature review
was helpful in determining some of the types of data needed. Perhaps, studying the
demonstration models provided in the MedModel package prior to data collection would
have helped the researcher choose the necessary data types to collect. An added benefit to
reviewing the demonstration models would be to familiarize the researcher with the
programs’ constructs. Also, the researcher should have planned the design of the
spreadsheet before data entry to ensure a user-friendly data set. For instance, the word
“yes” was entered into the spreadsheet where a numeric value (such as “1””) was needed
for use in the statistical software.

To estimate system parameters, feedback from staff members was sought by
surveying and interviewing. The survey response was low. Perhaps, handing out surveys
personally would have encouraged more staff to respond. If practical, collected data from
staff is best through interviews as it lessons the chance of the questions being

misinterpreted.
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The MedModel program used in this study has some limitations in executing
processing logic. For example, the program will read the following logic statement: “Use
RN and tech for 10 min or use RN for 10 min”. So, if the technician is on shift both the
RN and technician should be used by the patients; if the technician is not on shift the
patient should use the RN only. After investigation, the researcher found that MedModel
would only execute the first part of the “o\r’ ’ statement in this case. This limited the way
multiple resources could be used. The researcher replaced this logic with a jointly get
statement, but encountered difficulties with this as well. These problems actually
prevented the researcher from investigating a scenario proposed by administrators.

Another problem with MedModel arose when using “ghost” entities, which are
used to hold a room for patients temporarily leaving the room for imaging tests. The
program considered these “ghost’” entities as separate patients of the same type and thus
included the length of stay for the “ghost” entities when averaging length of stay for
patient types. This erroneously reduced the throughput times for each patient type. So,
the Log( ) command was used to accurately register times for actual patients instead.
However, this command will not log average length of stay for patients of the same type
arriving at two different entrances. Therefore, average length of stay times for patient
types arriving by EMS had to be logged separately from average length of stay times for
patient types arriving in the walk-in entrance. Another limitation of MedModel is that
only one entity can be created at a location. For instance, dirty linen and a medical record
could not be created for one patient in a treatment room. Some of these problems with

MedModel may have been resolved in the newly released version.



Appendix A

Scenario 1
Group Statistics
Std. Std. Error
GROUP N Mean Deviation Mean
WAIT_URG .00 12 9.5350 2.7420 7916
_ 1.00 12 5.8858 2.2436 6477
_ WAIT_NON .00 12 14.5900 10.0032 2.8877
1.00 12 5.9586 2.7852 .8040
Independent Samples Test
Levene’s Test for
Equality of Variances t-test for Equality of Means
95% Confidence
Sig. Mean | Std. Error | _Interval of the Mean
F Sig. t df (2-tailed) | Difference | Difference Lower Upper
WAIT_URG Equal
variances .546 .468 3.568 22 .002 3.6492 1.0227 1.5281 5.7702
assumed
Equal
xz:'a""es 3568 | 21.170 002 | 36402 1.0227 | 15233 | 57750
assumed
WAIT_NON  Equal
variances 2.614 120 2.880 22 .009 8.6314 2.9975 2.4150 14,8479
assumed
Equal
‘éi;'a""es 2.880 12.695 013 8.6314 2.9975 | 21399 | 15.1230
assumed

26



Group Statistics

Std. Std. Error
- GROUP N Mean Deviation Mean -
- T LOS_NON .00 12 | 184.1500 20.6502 5.9612
1.00 12 | 152.0708 7.1045 2.0509
NON_EMS .00 12 | 164.6342 25.1321 7.2550
1.00 12 | 127.4367 10.6728 - 3.0810
Independent Samples Test
Levene’s Test for
| _Equality of Variances t-test for Equality.of Means
95% Confidence
Sig. Mean Std. Error Interval of the Mean
F Sig. t df (2-tailed) | Difterence | Difference Lower Upper -
LOS_NON Equal ~
variances 2.136 .158 5.089 22 .000 32.0792 6.3041 19.0052 45,1531
assumed _ )
Equal
ot s 5089 | 13.568 000 | 32.0792 6.3041 | 18.5176 | 45.6407
assumed
NON_EMS Equal
variances 4.989 .036 4719 22 .000 37.1975 7.8821 20.8510 53.5440
assumed '
Equal
xiz'ances 4719 |  14.843 000 | 371975 | 7.8821 | 20.3817 | 54.0133
assumed

€6



Group Statistics .

a Std. Std. Error
GROUP N Mean Deviation Mean
LOS_URG .00 12 | 182.1161 13.8072 3.9858
‘ 1.00 .12 ] 181.6442 10.8657 3.1367
URG_EMS .00 12 | 174.9225 12.5654 3.6273
1.00 12 | 167.7783 11.6684 3.3684
Independent Samples Test
Levene's Test for
| _Equality of Variances t-test for Equality of Means ‘ —
~ 95% Confidence
S|g .Mean Std. Error Interval of the Mean
F Sig. t df (2-tailed) | Difference | Difference Lower - Upper
LOS_URG Equal » _ : »
variances 370 549 .093 22 927 4719 5.0720 | -10.0468 10.9906
assumed
Equal
ovinha 093 | 20.848 927 4719 | 5.0720 | -10.0806 | 11.0244
assumed '
URG_EMS Equal
variances .069 796 1.443 22 .163 7.1442 4.9501 -3.1217 17.4100 ‘
assumed
Equal
o anees 1443 | 21.880 163 | 71442 | 49501 | -3.1249 | 17.4133
assumed

¥6



Scenario 2

Group Statistics

Std. Std. Error
‘ GROUP N Mean Deviation Mean
WAIT_NON .00 12 14.5900 10.0032 2.8877
2.00 12 11.1492 8.0996 2.3382
WAIT_URG .00 12 9.5350 2.7420 7916
2.00 12 9.3000 5.2101 1.5040
Independent Samples Test
Levene’s Test for
Equality of Variances t-test for Equality of Means
' 95% Confidence
Sig. Mean Std. Error |_Interval of the Mean
F Sig. t df (2-tailed) | Difference | Difference Lower Upper
WAIT_NON Equal
h variances .063 .805 926 22 .364 3.4408 3.7156 -4.2648 11.1465
assumed
Equal
‘éi;'a”"es 926 | 21.088 .365 3.4408 37156 | -4.2842 | 11.1659
assumed
WAIT_URG Equal : :
variances 2.186 .183 .138 22 .891 2350 1.6996 -3.2898 . 3.7598
assumed
Equal
‘rlw?):lances .138 16.659 .892 .2350 1.6996 -3.3564 3.8264
assumed

$6



Group Statistics

Std. Std. Error
GROUP N Mean Deviation Mean
LOS_NON .00 12 | 184.1500 | 20.6502 -5.9612
_ 2.00 12 | 188.9817 20.8878 6.0298
NON_EMS .QO 12 | 164.6342 25,1321 7.2550
2.00 12 | 172.7250 23.2903 6.7233
Independent Samples Test
Levene’s Test for
Equality of Variances t-test for Equality of Means
95% Confidence
Sig. Mean Std. Error Interval of the Mean
. _ F Sig. t df “(2-tailed) | Difference | Difference Lower Upper
LOS_NON Equal A
variances .144 .708 -.570 22 575 -4.8317 8.4791 -22.4162 12.7528
assumed )
Equal
pehances -570 | 21.907 575 | -48317 | 8.4791 | -22.4163 | 12.7530
_ assumed
NON_EMS Equal
variances 202 .657 -.818 22 422 -8.0908 9.8913 | -28.6042 12.4225
assumed
Equal
popanees -818 |  21.874 422 | -8.0908 | 9.8013 | -28.6110 | 12.4204
assumed
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Group Statistics

Std. Std. Error
GROUP N Mean Deviation Mean
LOS_URG .00 12 | 182.1161 13.8072 3.9858
c 2.00 12 | 185.9742 12.7114 3.6695
URG_EMS .00 12 | 174.9225 12.5654 3.6273
2.00 12 | 174.6408 | 22.1853 6.4043
Independent Samples Test
Levene’s Test for
Equality of Variances t-test for Equality of Means
95% Confidence
Sig. Mean Std. Error |_Interval of the Mean
F Sig. t df (2-tailed) [ Difference | Difference Lower Upper
LOS_URG Equal '
variances .139 713 -712 22 .484 -3.8581 5.4177 -15.0937 7.3775
assumed
Equal
‘r’]ii'a""es -712 | 21.851 484 | -3.8581 54177 | -15.0081 | 7.3820
assumed
URG_EMS Equal
variances 1.956 .176 .038 22 .970 2817 7.3602 -14.9825 15.5458
assumed '
Equal
\r/;xilances .038 17.399 970 2817 7.3602 | -15.2200 15.7833
assumed

L6



Scenario 3

Group Statistics
Std. [ Std. Error
GROUP N Mean Deviation Mean
LOS_MEC .00 12 | 120.9583 9.6826 2.7951
X 3.00 12 | 106.3758 7.2835 2.1026
WAVIT_M EC .00 12 35.4633 8.7356 275217
3.00 12 10.2275 . 2.7383 .7905
Independent Samples Test
Levene’s Test for
Equality of Variances t-test for Equality of Means
95% Confidence
S|g Mean Std. Error Interval of the Mean
- F Sig. t df (2-tailed) | Difference | Difference Lower Upper
LOS_MEC  Equal , -
variances 514 481" 4.169 22 .000 14.5825 3.4976 7.3288 21.8362
assumed
Equal
‘r’:);'a"ces 4169 | 20429 | 000 | 145825 | 34976 | 7.2064 | 21.8686
assumed
WAIT_MEC Equal
variances 8.691 .007 9.549 22 .000 25.2358 2.6427 19.7551 30.7165
assumed
Equal
g’ames 0.549 |  13.141 000 | 25.2358 26427 | 19.5328 | 30.9389
assumed
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Scenario 4

Group Statistics
Std. Std. Error
GROUP N Mean ‘Deviation Mean
LQS,_MEC .00 12 | 120.9583 9.6826 2.7951
4.00 12| 102.7958 5.6113 1.6198
WAIT_MEC .00 12 35.4633 8.7356 2.5217
4.00 12 8.3708 1.7689 .5106
Independent Samples Test
Levene’s Test for
Equality of Variances {-test for Equality of Means ,
o 95% Confidence
Sig. Mean Std. Error Interval of the Mean
F Sig. t df (2-tailed) | Difference | Difference | Lower Upper
LOS_MEC Equal ~ :
variances 2.900 .103 5.622 22 .000 18.1625 3.2306 11.4627 24.8623
assumed
Equal
epances 5622 | 17.640 000 | 18.1625 | 3.2306 | 11.3654 | 24.9596
assumed
WAIT_MEC Equal
‘variances 12.216 .002 10.530 22 .000 27.0925 2,5729 21.7566 32.4284
assumed
Equal
_‘r’lz:'a“"es 10.530 11.901 .000 | 27.0925 2.5720 | 21.4814 | 32.7036
assumed

66



Group Statistics

Std. Std. Error
! GROUP N Mean Deviation Mean
WAIT_NON:- .00 12 14.5900 10.0032 2.8877
4.00 12 6.4075 2.7864 .8044
WAIT_URG .00 12 9.5350 2.7420 7916
4.00 12 5.7017 2.0632 .5956
Independent Samples Test
Levene’s Test for
Equality of Varianoes t-test for Equality of Means _
-95% Confidence
Sig. Mean Std. Error . |__Interval of the Mean
F Sig._ t df (2-tailed) | Difference | Difference | Lower ~ Upper
WAIT_NON Equal .
variances 2.574 .123 2.730 22 .012 8.1825 2.9976 1.9659 |- 14.3991
assumed
Equal
‘r"‘;‘,:'a""es 2730 | 12.697 018 8.1825 20076 | 1.6908 | 14.6742
assumed
WAIT_URG Equal
variances 411 .528 3.870 22 .001 3.8333 .9906 1.7789 5.8877
assumed
Equal
;/‘i:lances 3.870 20.432 .001 3.8333 .9906 1.7698 5.8969
assumed

001



Group Statistics

Std. Std. Error
‘ GROUP N Mean Deviation Mean
LOS_NON .00 12 | 184.1500 20.6502 5.9612
_ 4.00 12 | 155.5692 9.5303 2.7511
NON_EMS .00 12 | 164.6342 25.1321 7.2550
4.00 12 | 129.4975 14,7581 4.2603
Independent Samples Test
Levene's Test for
Equality of Variances t-test for Equality of Means .
95% Confidence -
Sig Mean Std. Error Interval of the Mean
] F Sig. t df ~(2-tailed) [ Difference | Difference Lower Upper
LOS_NON Equal ,
" variances .881 .358 4.353 . 22 .000 28.5808 6.5654 14.9650 42.1967
assumed
Equal
‘r’:’):'a”ces 4353 | 15.482 001 | 28.5808 6.5654 | 14.6248 | 42.5368
assumed
NON~EMS‘ Equal
variances 1.646 .213 4,176 22 .000 35.1367 8.4134 17.6884 52.5850
assumed
Equal
‘r’]";;'a"ces 4176 | 17.780 001 | 35.1367 8.4134 | 17.4451 | s52.8282
assumed

101



Appendix B

General Report

Output from C:\MedMod3\models\Base.MOD
12:58:43 PM

Date: Dec/01/1999

Time:

Scenario
Replication
Period
Simulation Time :

LOCATIONS

Location
Name

Triage wait

: Normal Run
;. Average
: Final Report (0 sec to 172.6461667 hr Elapsed: 172.6461667 hr)
171.9598333 hr (std. '

Scheduled
Hours

171.9597778

Triage wait 1.708839993
‘Registration 171.9597778
Registration ©1.7088392993
Triage 171.9597778
Triage 1.708839993
check in 171.9597778
check in 1.708839993 .
waiting room 171.9597778
waiting room 1.708839993
Mec 1 171.9597778
Mec 1 1.708839993
Mec 2 171.9597778
Mec 2 1.708839993
Mec 3 171.9597778
Mec 3 1.708839993
Trmt 4 171.9597778
Trmt 4 1.708839993
Trmt 5 171.9597778
Trmt 5 1.708839993
Trmt 6 171.9597778
Trmt 6 1.708839993
Trmt 7 171.9597778
Trmt 7 1.708839993

Capécity

100

OFPOROHPRORHROFHOROFRPOOOOCOKROKO

Dev. 1.708833333 hr)

Total
Entries

Average
Minutes
Per Entry

.456263

.185600
.136093
.363967
.056802
.870702

.817206
.354263
.715632
.913032
.701463
.325524
.776382
.842380
.942719
.620222
.857128
.988488
.370859
.242743
.410690
14.165488

WONDRONOOOUTO NV

L O .
L N N N e T N L B
ON®-Il N

.127874

.107723 .

Average
Contents

0.490802
0.0733848
0.520973
0.0287497
0.464056
0.011979
0.0858237
0.0127909
0.945448
0.673252
0.394959
0.012724
0.373859
0.0172233
0.345312
0.0238524
0.575607
0.0593809
0.529925
0.0563171
0.490798
0.0613629
0.767559
0.0400766

Maximum
Contents
8.41667
1.50504
1

0

1

0

3.5
0.522233
11
3.71728

orFrOoORrROFRPOHOFPOHFHOR

Current.

Contents

[eNoNeRoNolecloNoNaoNoNoRoNolleNoNoReNaooNoloe o o)

52.99
5.63
49.08
6.14
76.76
4.01

{Average)
{Std. Dev.)
(Average)
(Std. Dev.)
(Average)}

(std. Dev.)..

(Average)
(std. Dev.)
(Average)
(std. Dev.)
(Average)
{std. Dev.)
(Average)
(std. Dev.)
{Average)
{std. Dev.)

- {Average)

(std. Dev.)
(Average)
(std. Dev.)
(Average)
(std. Dev.)
(Average)
(std. Dev.)

201



Trmt 8
Trmt 8
Trmt 9
Trmt 2
Trmt 1
Trmt 1
Trmt 1
Trmt 1
Trmt 1
Trmt 1
Trmt 1
Trmt 1
Trmt 1
Trmt 1
Trmt 1

Trmt 1

Trmt 1
Trmt 1
Trmt 1
Trmt 1
Trmt 1
Trmt 1
Trmt 1
Trmt 1
Trmt 2
Trmt 2
Crash
Crash
Crash
Crash
Crash
Crash
Crash
Crash
Crash-
Crash
Crash
Crash
Crash
Crash
Crash
Crash
Crash
Crash
Crash

171.9597778
1.708839993
171.9597778
1.708839993

171.9597778

1.708839993
171.9597778
1.708839993
171.9597778
1.708839993
171.9597778
1.708839993
171.9597778
1.708839993
171.9597778
1.708839993
171.9597778
1.708839993
171.9597778
1.708839993
171.9597778
1.708839993
171.9597778
1.708839993
171.9597778
1.708839993
171.9597778
1.708839993
171.9597778
1.708839993
171.9597778
1.708839993
171.9597778
1.708839993
171.9597778
1.708839993
171.9597778
1.708839993
171.9597778
1.708839993
171.9597778
1.708839993
171.9597778
1.708839993
171.9597778

44.5833

4

.37884

52.0833

2

3

4.
4.44154

3.

.96827

62.25

.51943
72.3333
5.

19324
51.5
27466
67.5

56.75

64629

44 .6667

3

.17185

39.3333

3.

2

3.

14305
35

.55841

30.75
07852

27.6667

3.

57601

25.5833

4.

23102

30.4167

1.
3.

= NN N

1

97523
24.25
04884
16.75

.52713

14.25

.37888
.16667
.08167

4.5

.62369

28.25

.28806

20.1667

1.

99241

12.3333

2.

38683
1

.657099
.950812
.764624
.430310
.281850
.040080
.905409
.998256
.451050
.872543
.203635
.203233
.715732
.371542
616710
.709811
627643
.639315
.440259
.071264
1275066
.673562
.388509
.502331
.915873
.000689
.608404
.602932
.596509
.333716
.206370
.785477
.845210
.479630
.621570
.673953
.038188
.422887
.949314
.959174
.185519
.204223
.608290
.406585
.739167

0.701242
0.0641881
0.742948
0.0469182
0.801981

0.0356294

0.877823
0.020748
0.703921
0.0509103
0.827775
0.0280286
0.736759
0.0372082
0.659081
0.0533277
0.606097
0.0524698
0.563663
0.0542668
0.512692
0.0589036
0.456602
0.0619244
0.42363
0.0751166
0.660415
0.0437671
0.531612
0.0499461
0.39013
0.0591087
0.326219
0.0450963
0.206388
0.0687636
0.114204
0.0487168
0.634556
0.0233759
0.48228
0.0444321
0.284198
0.0582391
0.0316036

0.58333

1
0
1
0
1
0
1
0
1l
0
1
0
1
0
1
0
1
0
1
0
1
0
1
0
1
0
1
0
1
0
1
0
1
0
1
0
1
0
1
0
1
0
1
0
3

[eNoNeoNeoRNoNoNoNoNoNoNoNeNoNaoNoloNoNoNoloNoNoNeoloNoloNoNoNRaloNoNoloNolloNoNoReNeNoNoRo oo N e

(Average)

{Std. Dev.

{(Average)

(Std. Dev.

{(Average)

(8td. Dev.

(Average)

(Std. Dev.

(Average)

(Std. Dev.

(Average)

(Std. Dev.

(Average)

(Std. Dev.

(Average)

(Std. Dev.
(Average).
(std. Dev.

(Average)

(std. Dev.

(Average)

(std. Dev.
(Average)
(std. Dev.

(Average)

(std. Dev.

(Average)

(std. Dev.

(Average)

(Std. Dev.

(Average)

(Std. Dev.

(Average)

(std. Dev.

(Average)

(std. Dev.

(Average)

{(std. Dev.

(Average)

(std. Dev.

(Average)

(std. Dev.

(Average)

(std. Dev.

(Average)

€01



Crash 10
Desk
Desk
Desk
Desk
Desk
Desk
walk enter
walk enter
Discharge exit
Discharge exit
EMS' home .

EMS home

Xray wait

Xray wait

Xray

Xray

triage q
triage g

Mec wait

Mec wait
Régistration g
Registration g
Admit- exit
Admit exit

EMS enter

EMS enter .
Crash desk 1
Crash desk 1
Crash desk 2
Crash desk 2
desk 4. i
desk 4

.ct ’

ct

WwWwhN -

LOCATION STATES

Location
Name

Triage wait
Triage wait

1.708839993

171.9597778"

1.708839993
171.9597778
1.708839993
171.9597778
1.708839993
171.9597778

1.708839993.

171.9597778
1.708839993
171.9597778
1.708839993
171.9597778
1.708839993
171.9597778
1.708839993
171.9597778
1.708839993
1719597778
1.708839993
171.9597778
1.708839993
171.9597778
1.708839993
171.9597778
1.708839993
171.9597778
1.708839993
171.9597778
1.708839993
171.9597778
1.708839993
171.9597778
1.708839993

999999
"0

9999992

0.953463

26.5

0

1

(0] 2.67989
1 24.5
0 3.96576
1 22.0833
0 3.31548
0 964.083
0 14.0677
100 1031.08

0 18.2481
100 233.
o .

'13.8957

100 - 277.5
0 '14.3115
1 277.5
0 14.3115
964.083
14.0677
100 195.25

0  6.03211:
747.667

0  30.4163
100  156.167

12.4596
' 233
.13.8957
0.416667
0.514929
0.0833333
0.288675
21.0833
4.50168
104.833
6.87331

2

oMvOoOHOHOHOUO

180.
177.

'169.

|—I
H o
NP o

- w [ . .
QCOOO0OO0OFHUVIOROOOWKHFRFOMNOOOOOO

BY PERCENTAGE (Multiple Capacity)

Scheduled

Hours.

171.9597778
1.708839993

Empty

%
% Partially
Occupied -

% .
Full
0.00
0.00

526161

017549
.148338

448025

.578048
.493596
.389259
.000000
.000000.
.000000
.000000
.000000
.000000
.331710
.458642
.079268
.402232
.060000
.000000
.275570
.734500
.624358
.403973
.984217
.496619
.000000
.000000
.570000
.629081
.305833
.413267
.790500
.006851
.860939
.254890

_ %
Down

0.00
0.00

0.0287987
0.455694
-0.0717048
0.40192
0.0714474
0.389317
0.076028

coocococo

0.171164

0.0445048

0..35165
0.0182231

0.00560688"

9.44092e-05
0.651317
-0.180761
0.410624

0.119579

0.166325
0.0157575
0

0
0.00952562
0.012451
0.00178579
0.00618617
0.350912

0.0803818

-0.506459
0.0323479

(Average)
{Std. Dev.)

0.514929

0

7.58333.
1.31137.

6.16667
1.19342
2,33333

0.492366

1

0
0.416667

0.514929

0.0833333
0.288675

oo
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w

W

N

(Std. Dev.
{(Average) -
(Std. Dev.
(Average)
{std. Dev.
(Average)
{(std. Dev.
{Average)
{std. Dev.
(Average)
(std. Dev.
(Average)
(std. Dev.
(Average)

(std. Dev.)
(Average) .

(std. Dev.
(Average)
(std. Dev.
{(Average)
(std. Dev.
(Average)
(std. Dev.
(Average).
(std. Dev.
(Average)
(std. Dev.
(Average)
(std. Dev.
(Average)
(Std. Dev.
(Average)
(Std. Dev.
(Average) .
(Std. Dev.



check in 171.9597778 92.13 7.87 0.00 0.00 (Average)

check in 1.708839993 1.12 1.12 0.00 0.00 (Std. Dev.)

waiting room 171.9597778 75.24 24.76 0.00 0.00 (Average)

waiting room 1.708839993 7.99 7.99 0.00 0.00 (std. Dev.)

walk enter 171.9597778 100.00 0.00 0.00 0.00 (Average)

walk enter 1.708839993 0.00 0.00 0.00 0.00 (std. Dev.)

Discharge exit 171.9597778 100.00 0.00 0.00 0.00 (Average)

Discharge exit 1.708839993 0.00 0.00 0.00 0.00 (Std. Dev.)

EMS home 171.9597778 100.00 0.00 0.00 0.00 (Average)

EMS home 1.708839993 0.00 0.00 0.00 0.00 (std. Dev.)

Xray wait 171.9597778 88.04 11.96 0.00 0.00 (Average)

xray wait 1.708839993 2.37 2.37 0.00 0.00 (std. Dev.)

triage q 171.9597778 99.44 0.56 0.00 0.00 (Average)

triage g 1.7088329993 0.01 0.01 0.00 0.00 (Std. Dev.)

Mec wait 171.9597778 75.72 24.28 0.00 0.00 (Average)

Mec wait -1.708839993 3.32 3.32 0.00 0.00 (std. Dev.)

Registration ¢ 171.9597778 77.03 22.97 0.00 0.00 (Average)

Registration ¢ 1.708839993 3.34 3.34 0.00 0.00 (std. Dev.)

Admit exit 171.9597778 84.26 15.74 0.00 0.00 (Average)

Adnmit exit 1.708839993 1.36 1.36 0.00 0.00 (Std. Dev.)

EMS enter 171.9597778 100.00 0.00 0.00 0.00 (Average)

EMS enter 1.708839993 0.00 0.00 0.00 0.00 (std. Dev.)

ct 171.9597778 59.08 31.20 9.73 0.00 (Average)

ct 1.708839993 2.68 2.95 1.55 0.00 (std. Dev.)

LOCATION STATES BY PERCENTAGE (Single Capacity)

Location Scheduled % % % % % %

Name Hours Operation Setup Idle Waiting Blocked Down
Registration 171.9597778 41.65 0.00 47.90 10.44 0.00 0.00 (Average}
Registration 1.708839993 2.08 0.00 2.87 0.84 0.00 0.00 (sStd. Dev.
Triage 171.9597778 40.64 0.00 53.59 5.77 0.00 0.00 (Average)
Triage 1.708839993 1.03 0.00 1.20 0.49 0.00 0.00 (Std. Dev.
Mec 1 171.9597778 26.32 0.00 60.50 13.14 0.04 0.00 (Average)
Mec 1 1.708839993 1.32 0.00 1.27 0.92 0.09 0.00 (sStd. Dev.
Mec 2 171.9597778 28.69 0.00 59.74 11.54 0.03 0.00 (Average)
Mec 2 1.708839993 13.32 0.00 9.74 3.82 0.07 0.00 (std. Dev.
Mec 3 171.9597778 24.36 0.00 64.18 11.46 0.00 0.00 (Average)
Mec 3 1.708838993 7.36 0.00 4.09 3.65 0.00 0.00 (Std. Dev.
Trmt 4 171.9597778 21.63 0.00 42.44 35.89 0.04 0.00 (Average)
Trmt 4 1.708839993 2.37 0.00 5.94 5.19 0.10 0.00 (Std. Dev.
Trmt 5 171.9597778 19.94 0.00 47.01 32.88 0.17 0.00 (Average)
Trmt 5 1.708839993 2.01 0.00 5.63 4.92 0.22 0.00 (Std. Dev.



Trmt
Trmt
Trmt.
Trmt
Trmt
Trmt
Trmt
Trmt .
Trmt-
Trmt
‘Trmt
Trmt
Trmt
Trmt
Trmt
Trmt
Trmt
Trmt
Trmt
Trmt
Trmt
Trmt
Trmt
Trmt
Trmt
Trmt
Trmt
Trmt
Trmt

Trmt 20

Crash
Crash
Crash
Crash
Crash
Crash
Crash
Crash
Crash
Crash
Crash
Crash
Crash
Crash
Crash
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171.9597778
1.708839993
171.9597778
1.708839993
171.9597778
1.708839993
171.9597778

1.708839993
171.9597778

1.708839993
171.9597778
1.708839993
171.9597778
1.708839993
171.9597778
1.708839993
171.9597778
1.708839993
171.9597778
1.708839993
171.9597778
1.708839993
171.9597778
1.708839993
171.9597778
1.708839993
171.9597778
1.708839993
171.9597778
1.708839993
171.9597778
1.708839993
171.9597778
1.708839993

171.9597778

1.708839993
171.9597778
1.708839993
171.9597778
1.708839993
171.9597778
1.708839993
171.9597778

1.708839993
171.9597778
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(Average)
(std. Dev.

{Average)

(std. Dev.
(Average)
(Std. Dev.
(Average)
(Std. Dev.
(Average)
{std. Dev.
(Average)
(std. Dev.
(Average)
(std. Dev.
(Average)
{std. Dev.

(Average)

(std. Dev.
(Average)

. {Std. ‘Dev.

{Average)

(Std. Dev.

(Average)
(Std. Dev.
(Average)
(std. Dev.
{Average)
(std. Dev.
(Average)
{(Std. Dev.

" {Average)

(std. Dev.
(Average)

{std. Dev.

(Average)
(Std. Dev.

{Average)

{Std. Dev.
{Average)
(std. Dev.
{(Average)
{std. Dev.
{(Average)
(std. Dev.
{Average)



Crash 8
Crash 9
Crash 9
Crash 10
Crash 10
Desk
Desk
Desk
Desk
Desk
Desk
xray
Xray
Crash desk 1
Crash desk 1
Crash desk 2
Crash desk 2
desk 4

desk 4

wWwNR P

RESOURCES

Resource
Name

Trmt tech
Trmt tech
Clerk
Clerk
Doctor
Doctor
Doctox
Doctor
RN triage
RN triage
Trmt RN 1
Trmt RN 1
Trmt RN 2
Trmt RN 2
Trmt RN 3
Trmt RN 3
Charge RN

NSRS o

1.708839993
171,9597778
1.708839993
171.9597778
1.708839993
171.9597778
1.708839993
171.9597778
1.708839993
171.9597778
1.708839993
171.9597778
1.708839993
171.9597778
1.708839993
171.9597778

-1.708839993

171.9597778
1.708839993

3.50 0
21.24 0
4.85 0
1.74 0
1.66 0
20.08 0
3.05 0
16.74 0
2.44 0
16.33 0
4.29 0
33.74 0
1.66 0
0.56 0
0.80 0
0.08 0
0.27 0
15.13 0
3.80 0
Scheduled
Hours
161.075625
1.56195202

161.1476944

1.516878531

157.7420139
1.039136667
92.34695833
.09199042344
171.9597778
1.708839993
161.1506528
1.515584263
161.2149306
1.494939752
53.48308333
0.1802749794
161.2825139

Number
Of Times
Used
946.417
41.4695
640.75
22.4221
1809.92
52.8212
1011.75
39.1248
1252.33
33.3094
2016.08
. 93.706
1530.17
44.01
509.25
11.3067
1272.25

[ )

8]
p ul
o

N

j =

Average
Minutes
Per
Usage
.616167
.113516
.571511
.101400
.222531
.056930
.215904
.065906
.049128
.025337
.794927
1115322
.874000
. 086065
.595685
.133423
.516426

S OO OWOROWOWOWON
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Average

Minutes -

Travel

To Use
.350953
.012831
.059516
.004741
.222104
.004150
.235132
.004166
.112780
.005705
.378546
.014973
.401605
.010489
.433091
.015783
.479432

[eNeRoNoNoRoloNeoRoNoRolooRo e oo

(std. Dev.
(Average}
(std. Dev.
(Average)
{std. Dev.
(Average)
(Std. Dev.
(Average)
{Std. Dev.
(Average)
(std. Dev.
(Average)
(std. Dev.
(Average)
(std. Dev.
(Average)
(Std. Dev.
(Average)
(Std. Dev.
Average
Minutes
Travel % Blocked
To Park In Travel
0.597931 0.00
0.025733 0.00
0.958496 0.00
0.085173 0.00
0.261515- ©'0.00
0.004408 .0.00
0.298313 0.00
.0.005637 0.00
0.764146 0.00
0.046589 0.00
0.471848. 0.00
0.054314 0.00
0.505695 0.00
0.048428 0.00
0.950310 0.00
0.148755 0.00
0.722847 0.00

{Average)

(std. Dev.

(Average)

(std. Dev.

(Average).

(Std. Dev.

(Average)

(std. Dev.

(Average)

(Std. Dev.

(Average)

(std. Dev.

(Average)

{std. Dev.
{Average) .
{Std. Dev.

(Average)

L0l



Charge RN
PFC RN
PFC RN
NP

NP

MEC tech
MEC tech
LVN

LVN-
Crash

RN 1.
Crash RN 1 -
RN 2°

Crash 2
Crash RN 2
Crash tech

.Crash tech.

Crash tech
Crash tech
‘Doctor 3
Doctor.'3

‘Patient Information
Patient Information

OrOHOHOHROROFROROHORPOKHO

1.508027502
77.45359722
0.1170528987
81.35515278
0.6433089392
80.513375
0.4604968119
81.82858333
0.8562417662
161.2150278

1.494926397
161.2514444.

1.495261128
161.1638056
1.510634966

161.661°

1.558326469
171.9597778
1.708839993
171.9597778
1.708839993

RESOURCE STATES BY PERCENTAGE

Resource

Trmt tech
Trmt tech
Clerk
Clerk
Doctor
Doctorx
Doctor
Doctor
RN triage
RN triage
Trmt
Trmt
Trmt
Trmt
Trmt
Trmt

SN SRR

BEREER

Scheduled %
Hours In Use
161.075625 74 .57
1.56195202 0 3.17
161.1476944 63.43
1.516878531 2.39
157.7420139 61.61
1.039136667 1.24 .
92.34695833 58.69
.09199042344 1.53
171.9597778 49.15
1.708839993 1.32
161.1506528 79.04
1.515584263 1.71
161.2149306 77.11
1.494939752 2.90
53.48308333 88.77
0.1802749794 1.46

86.5313
1445.92

58.8472
7 °390.5

12.0642

658.75"

24.0723
646.083
18.3524

742.5

58.6368
©801.25°

58.1927

31,7113
1388.33
40.3627
1465.42
41.1813

%
Travel

‘To Use

OO ORORROOOW
w
~

. 459.25~
37.8901
343.167

0.093870 O
1.968721 0
0.039506 O
8.141373 O
0.098002 ©
2.819684 0
0.053704 ©
3.809225 0
0.059183 0
'6.869505 0
0.242580 O
6.025088 O
0.200588 0
8.640502 0
0.291984 O
10.842934 ©
0.433352 O
4.857284 0
0.212344 O
2.233452 0
0.030440 0
%
Travel %
To Park Idle
"1.13 20.85
0.13 3.27
0.52 35.65
0.05 2.38
2.12 32.03
0.06 1.36
2.27 34.75
0.14 1.60
1.21 48.27
0.11 1.37
1.64 11.32
0.11 2.23
1.35 15.13
0.16 2.99
1.36 2.94
- 0.19 1.37

.012545
.368480
.012734
.407069
.022820
.410844
.007404
.270440
.015318
.511892
.024791
.422743
.017176
.478237
.020623
.541841
.036100
.421317
.021019
.467704
.009846

[oNeNeoNaNaoloNoloNoNoNeoNoRoNoRoRe]
o
o

.008130
.614251
030031
.956091
.045496
.386221
.014096
.394201
.013430
.626967
.036886
.506158
.026174
.808185
.029932
.137047
.037757
.374760
.023686
.734046
.005806

(Average)

{(std. Dev.

{Average)

{std. Dev.

{(Average)

(std. Dev.)

(Average)

(std. Dev.

(Average)

(Std. Dev.)

(Average)

(std. Dev.

(Average)

{(Std. Dev.

{Average)

(Std. Dev.

[eYeReRoNoNoloNoReNoNoNoNoleNoNoNoNeoNoNoNo)
P . PR P P

(std. Dev.
(Average)
(std. Dev.
(Average)
(Sstd. Dev,
(Average)
(Std. Dev.
(Average)

{std. Dev.

(Average)

{std. Dev.

{Average)
(std. Dev.
(Average)

(std. Dev.

(Average)
{(std. Dev.
(Average)

(std. Dev.
(Average)
(std. Dev.



Charge RN
Charge RN
PFC RN

PFC RN

- NP

NP

MEC tech
MEC tech
LYN

LVN

Crash RN 1
Crash RN 1
Crash RN 2
Crash RN 2
Crash tech
"Crash tech
.Crash tech
Crash tech
Doctor 3
Doctor 3

[ S S

Patient Information
Patient Information-

FATLED ARRIVALS

Entity
Name
Patient
Patient
Mec patient
Mec patient
Patient ems
_Patient ems

VARIABLES

Variable
Name ’

vacuity 1
vacuity 1

161.2825139 59.33
1.508027502 3.34
77.45359722 61.24
0.1170528987 2.35
81.35515278 65.11
0.6433089392 1.46
80.513375  38.45
0.4604968119 1.52
81.82858333 50.11
0.8562417662 1.01
161.2150278 52.63
1.494926397 2.95
161.2514444 49.88
1.495261128 3.69
161.1638056 41.04
1.510634966 3.64
161.661 38.25
1.558326469 2.24
171.9597778 65.29
1.708839993 1.37
171.9597778 31.72
1.708839993 0.79
Location Total
Name Failed .
walk enter 0 (Average)
.walk enter 0 (sStd. Dev.)
walk enter 0 (Average)
walk enter 0- (std. Dev.)
EMS home 0 - (Average)
EMS home 0 (std. Dev.)
Average
Total . Minutes. Minimum
Changes Per Change Value
195.25 50.772246 0
6.03211 1.592980 0

OONOUIORONOWOWOWOUOWOoO

Maximum
Value
195.25
6.03211

=
'—l
ONNOFEFOMNONONOWOWONOWOWON

Current
Value
195.25
6.03211

.00 (Average)
.00 (std. Dev.)
.00 (Average)
.00 (Std. Dev.)
.00 (Average)
;00 (Std. Dev.)
.00 (Average) )
.00 (Std. Dev.):

.00 (Average)

.00 (sStd. Dev.).
(Average)
.00 (Std. Dev.)"

.00 (Average)

.00 . (std. Dev.)
.00 (Average)
.00. (Std. Dev.):
.00-" (Average) '
.00 (Std. Dev.) .
.00 (Average)

o
o

.00 (std. Dev.)
.00 (Average)

.00 (Std. Dev.)

Average
Value
94.86

4.82451

{Average)
{std. Dev.)
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vacuity 2 655,583 15.355176
vacuity 2 22.2116 0.511104
vacuity 3 174.833 57.862983
vacuity 3 16.0444 5.170276
vacuity 4 95.4167 106.284436
vacuity 4 12.1615 13.827614
vacuity 5 66.1667 151.127772
vacuity 5 3.5887 8.035165

vMec 315.667 31.836238

vMec 18.8936 1.918928

vTrmt 1507.5 6.810125

vTrmt 35.6562 0.196863

vTrmt Mec 228.167 44.480181

vTrmt Mec 11.0358 2.354964
vcounter 2384.33 4.322337
vcountexr 38.403 0.073638
vpatient number 1197.08 8.415066
vpatient number 19.649 0.137822

VvOPIP occupied 777.833 12.988706

VOPIP occupied 53.2607 0.880858
vCrash 323.167 31.873936
vCrash 24.0977 2.382576

LOGS

Log Number Of
Name Observations
Mec waiting room time 195.25
Mec waiting room time 6.03211
Non Urgent Waiting room time 612.167
Non Urgent Waiting room time 24.4385
Urgent Walting room time 135.5
Urgent Waiting room time 15.5417
Mec LOS 195.25
Mec LOS 6.03211
Non Urgent ems LOS 70.0833
Non Urgent ems LOS .11.5951
Non Urgent LOS 585.5
Non Urgent LOS 17.8453
Urgent ems LOS 63.0833
Urgent ems LOS 10.9748
Urgent LOS 111.75
Urgent LOS 9.00631

655.583
22.2116
174.833
16.0444
95.4167
12.1615
66.1667
3.5887
3

0

18

0

3

0

54.25
5.34492
1197.08
19.649
2.5
0.522233
10.25
0.965307

Minimum
Value
.955000
.005222
.087500
.028324
.121667
.035887
.647500
.820381
.203333
.680805
.011667
.184577
72.889167
7.794109
72.718333
4.413073

[

> [
NoNN_MbDoORPRORFPOR

655.583
22.2116
174.833
16.0444
95.4167
12.1615
66.1667

3.5887

Maximum
Value
.603333
.7745867
.007500
.731601
.943333
.096401
.045833
.113483
.019167
.868471
.859167
.050864
.631667
.689339
.630000
36.961269

0.

330.011
12.4404
88.4421
9.70765
48.3532
6.44877
33.5134
2.54582
1.10482
0459607
10.9877
0.893059
1.5957
0.173732
24.9859
2.88104
599.643
15.1946
0.23753
.0174752
3.70359

0.318595

(Average)
(std. Dev.
{Average)
{std. Dev.

. {Average)

{std. Dev.
{(Average)
{std. Dev.
(Average)
(Std. Dev.
{(Average)
(Std. Dev.
(Average)
{Std. Dev.
(Average)
(Std. Dev.
(Average)
(std.- Dev.
(Average)
(Std. Dev.
(Average)
(Std. Dev.

Average
Value
.463106
8.734684
.590137
.003820
9.535910
2.741027
.956716
9.684091
.633795
.131324
.899462
.676982
.921960
.564511
.116201
.807121

{Average)
(Std. Dev.)
(Average)
(std. Dev.)
{Average)
(std. Dev.)
(Average)
(std. Dev.)
(Average)
{Sstd. Dev.}
(Average}
{Sstd. Dev.)
{Average)
{Std. Dev.)
{Average)
(std. Dev.)



Immediate
Immediate
Immediate
Immediate
Immediate
Immediate
Immediate
Immediate

Category

Category
Category
Category
Category
Category
Category
Category

PRERPRDDDNDN

ens
ens
Los
Los
ems
ems
Los
Los

LOS

LOs

LOs
LOS

37.75
5.4793
57.6667
9.55685
52.25
3.07852
13.9167
1.37895

.815833
.304141
.520000
.871743
.137500
.080295
.007500
.603719

.315833
.855410
.707500
.311661
.909167
.328924
.188333
.278716

625658

.598696
.931392
.181090
.537403
.007112
.279188
.283771

(Average)
{std. Dev.)
(Average)
{std. Dev.)
{Average)
{std. Dev.)
(Average)
(std. Dev.)
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