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EPIDEMIC REACTION-DIFFUSION SYSTEMS WITH TWO
TYPES OF BOUNDARY CONDITIONS

KEHUA LI, JIEMEI LI, WEI WANG

ABSTRACT. We investigate an epidemic reaction-diffusion system with two dif-
ferent types of boundary conditions. For the problem with the Neumann
boundary condition, the global dynamics is fully determined by the basic re-
production number Rg. For the problem with the free boundary condition,
the disease will vanish if the basic reproduction number Rg < 1 or the initial
infected radius go is sufficiently small. Furthermore, it is shown that the dis-
ease will spread to the whole domain if Rg > 1 and the initial infected radius
go is suitably large. Main results reveal that besides the basic reproduction
number, the size of initial epidemic region and the diffusion rates of the disease
also have an important influence to the disease transmission.

1. INTRODUCTION AND MODEL DERIVATION

Mathematical modeling has been shown to be an effective approach to study the
spread of infectious diseases as they can capture the main factors underlying the
transmission mechanisms and provide feasible control strategies for health agencies.
One of the simplest epidemic models is the Kermack-McKendrick model, which
can be divided the population into susceptible (S), infectious (I) and recovered
individuals (R) [I5]. In recent years, mathematical analyses for epidemic models
have received wide attentions (see, e.g., [Bl [7, [18, 19, 23] 25| 28, 30, BTl [33]).

In the classical SIR models, it is assumed that recovered individuals have gotten
permanent immunity. However, the acquired immunity may disappear and recov-
ered individuals will become susceptible after a period of time [24]. Moreover, for
some bacterial agent diseases, infected individuals may recover after some treat-
ments and go back directly to the susceptible class because of transient antibody
[24]. Li et al [23] proposed the following SIRS epidemic system with nonlinear re-
sponse function Sf(I) and transfer from the infected class to the susceptible class,
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which is governed by a set of ordinary differential equations

ds

o =A—uS—SfI)+vl+0R,

dl

= SFI) = (u+y1 +7y2 +a)l, (1.1)
dR

where A > 0 is the recruitment rate of susceptible individuals, 7v; > 0 denotes the
transfer rate from the infected class to the susceptible class, v5 > 0 represents the
transfer rate from the infected class to the recovered class, a > 0 stands for the
disease-induced death rate, & > 0 is the immunity loss rate, and g > 0 is the natural
death rate.

Li et al [23] obtained the global dynamics of system , which is determined
by the basic reproduction number

7-\J‘O = A/B ;
p(p 4y + 72 + @)
with LaSalle’s invariance principle and the Lyapunov direct method.
Most of epidemic systems are governed by a set of ordinary differential equations,
which only reflect the epidemiological process as the time changes. To closely match
the reality, we consider a SIRS epidemic reaction-diffusion system as follows

asg;, D DAS( ) + A — pS(a,t) — S, ) f(I ()
+1l(z,t)+0R(z,t), z€Q,t>0,
oI (z,t)
ot = DAI(z,t) + S(z, t) f(L(2,t) — (p+ 1 + 72 + @) I(z,1),
re, t>0, (1.2)
% = DAR(z,t) + y2I(z,t) — (u+ §)R(x,t), x€Q, t>0,
S 9 OR
5—5—5—07 zE@Q,t>0,

S(z,0) = So(z) >0, I(x,0)=Iy(z) >0, R(x,0)= Ro(z)>0, z€Q,

where  is a bounded domain in R™ with smooth boundary 0f). v is the outward
normal to 9€2. D > 0 stands for the diffusion rate. To continue our study, we make
the same hypotheses on f as in [23]. Namely, f is a real locally Lipschitz function
on R} = [0, 400) satisfying the following assumptions

(A1) f(0)=0, f(I) >0, and f'(I) >0 for I > 0.

(A2) @ is continuous and nonincreasing for I > 0, and lim;_, ¢+ @ exists,

denoted by g > 0.
(A3) f"(I)<0for I>0.

In recent years, the free boundary problems have received tremendous attentions
(see, e.g., [, 5 [, Bl 10, M1, 12], 14, 17, 22, 26| 29, 32]). To make a better under-
standing for the dynamics of spatial transmission of the disease, the free boundary
condition is introduced to epidemic systems. Kim et al [I6] investigated a reaction-
diffusion SIR epidemic system with the free boundary condition and derived some
sufficient conditions for the disease vanishing or spreading. Huang and Wang [13]
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studied a diffusive SIR system with the free boundary condition. The dynamical be-
havior of the susceptible population is obtained. A SIS reaction-diffusion-advection
system with the free boundary condition was proposed to discuss the persistence
and eradication of infectious disease [9]. Cao et al [6] explored a free boundary
problem of a diffusive SIRS system with nonlinear incidence. The estimate of the
expanding speed was discussed.

Motivated by the works mentioned above, we make further investigation for a
SIRS epidemic system with nonlinear incidence and the free boundary condition.
For the sake of simplicity, we assume that the environment is radially symmetric.
We study the behavior of the positive solution (S(z,t),1(z,t), R(z,t);g(t)) with
z = |z| and x € R™ for the following problem

85;’ D DAS(z 1) + A - pS(z.t) — S(z. ) (I(2.1))
+7l(2,t) +0R(2,t), 2>0,t>0,
al((;’ b _ DAI(z,t) + S(z, ) f(I(2,t)) — (u+ "1

+y2+a)l(z,t), 0<z<g(t),t>0,
OR(z,t (1.3)
% = DAR(z,t) + v2I(2,t) — (p+ ) R(2,t), 0<z<g(t),t>0,
Sz(oat):Iz(oat):Rz(O,t)ZOa t>0,
I(z,t) = R(z,t) =0, z>g(t), t >0,

g'(t) = —mI.(g9(t),t), 9(0)=go>0, >0,
S(z,0) = So(z), I(2,0)=1Ip(2), R(z0)=Ry(z), z2>0,

where gg, D and p; are positive constants. From the biological perspective, the
Neumann boundary condition at £ = 0 indicates that the left boundary is fixed,
with the population confined to its right. Beyond the free boundary z = ¢(t), there
only exist susceptible individuals. The equation ¢'(t) = —p11.(g(¢),t) is a special
case of the well-known Stefan condition, which has been proposed in [I7]. [0, go] is
the initial epidemic region where infective individuals I and removed individuals R
exist. The constant p; denotes the ratio of expanding speed of the free boundary.
The initial functions Sy, Iy and Ry are nonnegative and satisfy

Sy € C([0,+00)), o, Ry € C2([0, go)),

Io(2) = Ro(z) =0, z€lgnto0) o(2) >0, z¢f0g). Y
The organization of this article is as follows. In Section 2, we study the Neumann
boundary problem in a bounded domain. We first show that the solution of system
is positive and bounded, then study the global dynamics of steady states for
system . Main results reveal that if Ry < 1, then the disease-free steady state is
globally asymptotically stable; while if Ry > 1, the endemic steady state is globally
asymptotically stable. In Section 3, we discuss the free boundary problem. We
firstly investigate the existence and uniqueness of the solution to system . We
derive some sufficient conditions for the disease vanishing or spreading. In Section
4, we perform some numerical simulations to illustrate theoretical results. At last,
we give discussions and conclusions in Section 5.
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2. FIXED DOMAIN

In this section, we aim to study system (1.2]) with the Neumann boundary con-
dition in a bounded domain. The well-posedness of the solutions for system (1.2 is
discussed in Theorem Furthermore, the global asymptotic stabilities of steady

states of system (|1.2)) are explored in Theorems and
2.1. Well-posedness of solutions. We denote the positive cone in R? by
R} ={¢p=(S,I,R)" €eR*:$>0,I>0, R>0}.

Take p > 3 so that the space WHP(Q,R3) is continuously embedded in the
continuous function space C(Q,R3) [I]. We consider the well-posedness of the
solutions in the phase space

Xy ={pe W"P(QR?) : ¢(Q) CR3 and 9¢/dv = 0 on 0Q}.
We rewrite system as

¢t+8(¢)¢:f(xv¢)v (EG(b, t>07
Bo=0, xz€dQ, t>0,

where S(e)¢ = — >, . 0i(aik(e)0ke), By = g—f, a;r =a(e)d;r, 1 <i, k<3, and

D 0 0
aley=10 D 0],
0 0 D

for e(ey,e9,€3) € Ri. Here 6; . is the Kronecker delta function, and

Flz,¢) = (A*uS*Sf(IH%IHR, SFI) = (p+y1+72 +a)1,7217(u+5)R)T,

for ¢ = (5,1, R). Clearly, a(e) € C*(R3, L)(R?)), where we identified L(R3) with
the space of 3 x 3 real matrices.

Theorem 2.1. For every initial value (So, Io, Ro), system (L.2)) admits a unique
nonnegative solution defined on [0,4+00) x £, such that

(S,1,R) € C([0,+00), X) N C*! ([0, +00) x Q,R?) .

Proof. In view of [2] Theorem 1] or [3, Theorems 14.4 and 14.6], system (|1.2]) admits
a unique nonnegative classical solution (S, I, R) defined on [0, gg) x 2 such that

(S,1,R) € C ([0, 00), X+) NC*' ([0, 00) x Q,R?),

where gy > 0 is the maximal interval of existence of the solution for system .
According to [3, Theorem 15.1 ], the solution of system is nonnegative. Mo-
tivated by the idea developed in [2, Theorem 5.2], we need to show that any non-
negative solution (S(z,t),I(x,t), R(x,t)) of system is bounded.

Denote N = S + I + R, from system (1.2)), we get that

%—]ngANJrAfuN.

By [2I], Lemma 1], % is the globally attractive steady state for the reaction-diffusion
equations
ON (x,t)

5 =DAN+A—uN, z€Q, t>0,
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ON
o
In view of the parabolic comparison theorem ([27, Theorem 7.3.4]), S+ I+ R is
bounded. Since S, I, and R are nonnegative, S(x,t), I(z,t), and R(x,t) of system
(1.2) are bounded. That is, g9 = +00. By [2, Theorem 5.2], the global existence of
the solution can be obtained. The proof is complete. ([l

0, z€9Q,t>0.

2.2. Global dynamics for system (|1.2)). In this subsection, we investigate the
global dynamics of steady states of system ((1.2) by constructing suitable Lyapunov
functions. Firstly, we obtain that the state space I1 is positively invariant for system

(1.2
I = {(S7I7R)T :S(z, )+ I(z,-) + Rz, ) < %7 for x eﬁ}.

Obviously, system (|1.2)) always has the disease-free steady state EO(%, 0,0). f Ry >
1, from [23], system (1.2) has a unique endemic steady state E* = (S*,I*, R*),
where
Wwtmtrt+tal* o 2l

fa) ’ B0
Here I* is a unique positive zero of H defined by

St =

I
M) = plutn+ 92+ @) gy + (n+at PRI

Theorem 2.2. I[f Ry < 1, the disease-free steady state Eq of system (|1.2)) is globally
asymptotically stable in II.

Proof. We define the Lyapunov function

V():/I(x,t)dx.
Q

From (A2), we obtain that f(I) < 81, for I € R*. By the divergence theorem and
the Neumann boundary condition, we obtain

D/ Aldx = 0.
Q

The derivative of Vj along solutions of system (|1.2)) is
Vo

E:D/QAId:c—l—/Q[S(x,t)f(I(x,t))—(,u—&-vl + 2 + @)l (z,t)|dx

< /Q 1S (2, ) (2, t) — (1 + 71 + o + ) I(w, )] dx
< /Q (% —(p+m+2+a))l(z,t)de

=(u+m+r+a) /Q (Ro — 1)I(z,t)dz.

We have % < 0, and the equality holds if and only if I = 0. By LaSalle’s invariance
principle, the disease-free steady state Fy is globally asymptotically stable if Ry < 1.
The proof is complete. O
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Next we study the global asymptotic stability of the endemic steady state E*.
We study the following equivalent system constituted by I, R, and N =S+ 1+ R,

I
a(gzﬂf):DAI—i—(N—I—R)f(I)—(M+71+’Y2+a)1, e, t>0,
33;7” = DAR+ 32l = (u+0)R, x€Q >0,
%:DANJFAfuNfaI, reQ, t>0, (2.1)
ol OR ON
5757@707 zed, t>0,

I(z,0) = Ip(z) >0, R(z,0)= Ro(z) >0,
N(x,0) = Nog(x) >0, z €.
If Ry > 1, this has a unique endemic steady state E = (I*, R*,N*). Hence,
OI(z,t)

I
ot :DA[(xvt)+f(I){N*I*R*(H+'Y1+’72+oz)m}
— f(D{IN* = 1" = R* - (u+71+72+a)f(;*)]}.
We rewrite system as
) _ Aty + N = N*) = (1= I%) ~ (R - R")}
I I*
= f)(p+m +’Yz+a)[m— f(I*)]’ e, t>0,
aR((;,t) = DAR(x,t) + vl (z,t) — (u+ 0)R(z,t), x€Q, t>0,
AN (z,1) (2.2)
T’ = DAN(z,t) + A — uN(z,t) — al(x,t), z€Q,t>0,
oI OR ON

W oy~ TENM >0,
I(z,0) = Ip(z) >0, R(z,0)= Ro(z)>0
N(z,0) = No(z) >0, z€Q.

Theorem 2.3. If Ry > 1, then the endemic steady state E of system (2.2) is
globally asymptotically stable in II.

Proof. We define the Lyapunov function

u—1I" 2 1 2
— e — | (N = N")%da.
//* dudnc—i—}y2 (R R)dx+2a/9( )dx
Then we have
* 2 l 2
SOV e, [ LI,
F2(I

D *

> [ (r-r )ARd:z:———/ IV R||2de,

2

Q/ (N—N*)ANd:z;:f—/ [VN|?d.
@ Jao a Jo
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The derivative of V; along solutions of system (2.2)) is

i ;—(g*afdﬁ;?/ﬂm_mg%xﬂ/ﬂww)agdm
—op [ VOOV, . [ SO,
-2/ IIVRH?dmf o [ o
+ [ S HOUN =N = 1= 1) = (R= R))da
-1 I*

I

/ B = 1)~ (u+ (R~ R)de
N N*

wW(N — N*) — oI — I*)]da

__D/ If’ )]IIWII2 /f fQWII2 -

_7/ ||VRH2d:c——/ VN ||*dx
72 Jo @ Jo

1 I*
— I—I%%dx — (n+7~ —1—72—1—04/ I—I)— — dx
)
_ bt / (R — R*)2dx — ﬁ/ (N — N*)2dz.
Y2 Ja @ Jo

Thus, 33;1 < 0, and the equality holds if and only if S = S*, I = I*, and R = R*.
By LaSalle’s invariance principle, the endemic steady state E is globally attractive
if Rg > 1. The proof is complete. ([l

From Theorem we immediately obtain the following corollary.

Corollary 2.4. If Rg > 1, then the endemic steady state E* of system (L1.2)) is
globally asymptotically stable in II.

3. FREE BOUNDARY PROBLEM

In this section, we study the free boundary problem of system . Let goo :=
lim; o g(t), then goo € (0, +00]. If goo < 00 and limy o [ 1(-,t)||cj0,g(r)] = 0, then
the vanishing occurs. If go, = oo, then the spreading occurs. In this case, the
moving domain (0, g(t)) becomes the whole domain (0, 4+00).

3.1. Existence and uniqueness of solutions. We use a contraction mapping
theorem. The proof depends mainly on some existing arguments [5, [16], [17], with
some modifications. We sketch the details here for completeness.

Theorem 3.1. For any given (So, I, Ro) satisfying (1.4]) and any v € (0, 1), there
exists a T > 0 such that system (1.3) admits a unique bounded solution

(S, 1, Ryg) € C'H075°(25%) x [CVT" 5 (Z1)]* x C'5 ([0, T));
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Furthermore,
|| S||C1+L, L

(25°) * HIHC”“%(ZT) IRl o 2 (zn) T lgll e+ 5 o,y = K

where

72 ={(z,t) eR? : 2 € [0, 4+00),t € [0,T]},

Zr ={(z,t) €eR%*: 2 € [0,g(t)],t €[0,T]}.
Here K and T only depend on go, ¢, ||Sollc2(j0,400))s [ Hollc2([0,g01) > a1 || Rollc2(j0,g0]) -
Proof. Let k(s) be a function in C3[0, —|—oo) satisfying

1, if [s —go| < 2, 5

K(s) = if'ls = 9o and |k'(s)] < — for all s.
0, lf‘8—90|> DR 90

We considering the transformation

gOy)
)

(y,t) = (w,1), where z =y + r(|y|) (g(t) — W) ove R™.

Then
(s,t) = (z,t), where z =5+ r(s)(g(t) —go), 0 < s < o0.

By adopting the method similar to [5], the free boundary z = g(¢) can be changed
to the line s = gg. Direct calculations yield that

0s 1

5z T TH R ) IO
Ps W00 -w) g
92~ IR0 —gp - Pu),
1 0s K(s) .
T TR g0 —go) W)

We set

S(210) = S(s 4+ ~()(g(t) — o). 1) = m(s, 1),
T(z,0) = I(s + £(s) (g(t) — g0). ) = (s, 1),
R( ) = R(s + £(s)(g(t) — go).1) = i(s.1).

We rewrite system as
— ADA;m — (BD—i—g’C)mS =A—pm—mf(n)—yn+dj, s>0,t>0,
— ADAgn — (BD +¢'C)ng =mf(n) — (p+m +72+a)n, 0<s<go, t>0,
— ADAgj — (BD +¢'C)js =van— (n+90)j, 0<s<go, t>0,
ms(0,t) = ng(0,t) = js(0,8) =0, t>0,
n(s,t) =j(s,t) =0, s> go, t >0,
g'(t) = —mns(go. t), 9(0) =go >0, ¢t >0,
m(s,0) =mo(s), n(s,0) =no(s), j(s,0)=jo(s), s 20,
where mg = Sy, ng = Iy, and jg = Ryp.
We denote g* = —u1ng(go), and for 0 < T < ( Sy, we set
Hyp ={g € C'[0,7]: g(0) = go, ¢'(0) = g%, |9 — ¢*lcqo,r)) <1},
My = {m € C([0,+00) x [0,T7]) : m(s,0) = mq(s), [|m — mo|| Lo ([0,+-00)x[0,7]) < 1},
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Nr = {n € C([0,+00) x [0,T]) : n(s,0) =0 for s > g9, 0 <t < T,
n(s,0) = no(s), for 0 < s < go, n = noll (o, +e0pxl0,) <1,
Jr = {5 € C(10,+50) x [0,T]) : j(5,0) =0 for s > go, 0 <t < T,

7(5,0) = ols), for 0 < s < go, (17 = joll <o, +e)x o) < 1}-
Since g1, 92 € Hy and ¢1(0) = g2(0) = go, one gets
191 = g2llcqo,my < Tllgt = galleo,rp-
I'r := Mt x Ny x Jr x Hr is a complete metric space with the metric
D ((m1,n1,41591), (M2, n2, jo2; g2))
= |lm1 — mal| oo (j0,400) x[0,7]) T 171 — 122[| oo (j0,400) x[0,77)
+ 1171 = J2ll Lo (0,+00)x[0.71) + 191 — 92llc(0,17)-

By adopting standard LP theory and the Sobolev embedding theorem [20], for
(m,n,j;g) € I'r, the initial boundary value problem

my — ADAgm — (BD + ¢'C)ms = A — pm — mf(n) —yin+ 35, s>0,t>0,
ng — ADA — (BD + ¢'C)ng =mf(n) — (u+m +v2+a)n, 0<s<gg t>0,
ji — ADAG — (BD +¢'C)js = yon — (u+6)j, 0<s< go, t >0,
is(0,) = 715(0,8) = j5(0,£) =0, ¢ >0,
fi(s,t) = j(s,t) =0, s>go, t >0,
m(s,0) = mo(s), 7(s,0) =no(s), j(s,0)=7o(s), s=0,

has a unique solution

(..3) € [C1+H (0, +00) x [0.7)] .

and it satisfies

||m||cl+/., 1t ([0,-+00) % [0,T7) < ’Cl;

Hﬁ” L < ’Ch

ot (0,90 x[0,T]) =

||¢7H01+L,1<2+L ([0,90] X [0,T7) < ICl,
where K is a constant depending on ¢, go, [[Sollc2([0,400))s [Hollc2(j0,g0]), and
| Rollc2((0,g0])-
We define

t
30) =90~ [ Felgo, )
0
Then it follows that §'(t) = —u17s(go,t), g(0) = go, and §'(0) = —p1ny(g90) = g*.
Thus, §'(t) € C*/%([0,T]) and
19"l o,y < Ko v= Ky
Next, we define a map § : I'r — [C([0, +00) x [0,T])]? x C1([0,T]) by
F(m(s, t),n(s.t), (s, ); g(1)) = (m(s,t),7(s,1), j(5,1); 3(2)).
Then (m(s,t),n(s,t),j(s,t);g(t)) € I'r is a fixed point of §.
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From [7], there is a T' > 0 such that § is a contraction mapping in I'r. In view
of the contraction mapping theorem, there exists a (m(s,t),n(s,t),j(s,t);g(t)) in
I't such that

S(m(s,t),n(s,t),7(s,); g(t)) = (m(s,t),n(s,t),j(s,1); g(t)).

Thus, (S(z,t),I(z,t), R(z,t); g(t)) is the solution of system . Further, by em-
ploying the Schauder estimates, h(t) € C1*2(]0,7]), S € C?>T41F3((0, +00) x [0, T))
and I, R € C*t51%5((0,9(t)) x [0,T]). Hence, (S(z,t),I(z,t), R(z,t);g(t)) is the
classical solution of system . The proof is complete. O

To show the existence of solution for ¢t > 0, we need to show the following lemma.
For mathematical considerations, we assume that v; = ¢ = 0.

Lemma 3.2. Let (S,I,R;g) be a bounded solution to system (1.3) defined on
t € (0,Tp) for some Ty € (0,+00]. Then there exist positive constants C; and
Cy independent of Ty such that

0<S(z,t) <Cy, for 0<z<+4o00, te(0,Tp),
0<I(z,t), R(z,t) <Csy for 0<2<g(t), te(0,Tp).

Proof. By employing the strong maximum principle to system ([1.3)) in [0, g(¢)] X
[0,T0), S(z,t),1(z,t), R(z,t) > 0 for 0 < z < g(¢t), 0 < t < Ty. Note that S(z,t)
satisfies

S — DAS =A—puS—Sf(I), z>0,t>0,
S(z,0) = Sp(2) >0, z2>0.

Thus, S(z,t) < €1 := max{||So(2)|| £ (0,+00) %} Let H(z,t) = S(z,t) + I(2,t) +
R(z,t). Then

H,—DAH=A—-uH —al, 0<z<g(t),t>0,
H=8<Ci, z=g4(),t>0,
H(Z,O) :So(Z)+Io(Z)+R()(Z), 0 S z Sgo.

Hence, there exists a constant Co > 0 such that
S+I+R<Cy, for (z,t) €[0,9(t)] x [0, Tp).

The proof is complete. U

Similar to the proof of [22] Lemma 3.2], we have the following result.

Lemma 3.3. There exists a positive constant Cs independent of Ty such that 0 <
g'(t) <Cz fort e (0,Tp).

By adopting the similar arguments to [22] Theorem 3.3], combined with Lemmas
and we obtain the following result.

Theorem 3.4. The solution of system (1.3) exists and is unique for t € (0, c0).
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3.2. Spreading and vanishing.

Theorem 3.5. If Ry < 1, then lim; o S(z,t) = %, limg oo (-, )l co0,9(6)] =
0, and lim;_o [|R(-,t)||c0,g(1)) = O uniformly in any bounded subset of [0,+00).
Moreover, goo < 00.
Proof. From the comparison principle, S(z,t) < S(t) for z > 0 and t € (0, +00),
where

é) —Ht

I

- A

S(t) := Sollso
) (t) o + (/1S
S(t) is the solution of the problem

ds = =

o = A S £>05 5(0) = [1S0]lec-
Since lim;_, o, S(t) = %, it follows that limsup, ., S(z,t) < &
[0, +00). From Ry < 1, there exists Ty such that S(z,t) < % 75)0 in [0, 400) X
[Ty, +00). We find that I(z,t) satisfies
BA1+ TRy
no 2Ry
I( Z, )*07 Iz(oat)zoa Z:g(t)7t>07

I(z,Tp) >0, 0<z<g(Ty).

A uniformly for z €

— DAI < [— —(p+r2+a)]I(zt), 0<z<g(t),t>Tp,

Because of
BA 1+ Ro

p(p+y2 +a) 2R

we have lim; .o [[1(-, )|l co,g(t)) = 0. From (1.3)), we have lim; .o || R(-, )| c0,9¢)] =
0. Next, we show that g,, < 4+00. In fact,

d 9
%/ 2" (2, t)dt
0

<1,

g(t)
- / U (5, 8)ds + g (" (B (g(2), 1)

g(t) g(t)
= Dz"_lAIdz—l—/ z”_lf(z,t)[w —(p+72+a)]dz
0

I

0
g(t) g(t) S

= [ ety [ 1o P i+ a]as
0 0

g(t)
_ _ggn—lg/(t) +/O z"—ll(z,t)[%m —(p+ 72+ @)]dz.

Integrating from Ty to ¢ (t > Tp) gives

g(t) 9(To) D D
/ (2 8) = / (3, To)dz + ——g"(Ty) — ——g" (1)
0 nyi

N
/TA aC )[L()_(U+V2+a)]dzds,

Since 0 < S(z,t) < 21ERa for » € [0,¢(t)) and t > Ty, it follows that

— u 2Ro
[—Sfl( ) —(p+r2+a)] <BS- (u+72+a)<%12+77f°f(u+72+a)§0~
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For t > T, it follows that

g(t) 9(To) D D
/ 2" (2, t)dz < / (e o)zt g (To) = g™ (8), - for £ 2 T,
0 0

nj
Hence, goo < 00. From system (|1.3)), lim;—,o S(2,t) = 2 umformly in any bounded
subset of [0, 4+00). The proof is complete. O

By using an argument analogous to [7] with some minor modifications, we can
obtain the following result.

Lemma 3.6. Suppose that T € (0,+0c0), g € C([0,T]), S € C([0, +00) x [0,T]) N
C21([0, +00) x [0,T)), T, R € C(Z7) N C>N(Z%) with Z = {(2,t) e R2: 0 < z <
g(t),0<t<T}, and

S;—DAS>A—uS, 2>0,0<t<T,
—DAT> (BS—(p+rye+a), 0<z<g(t),0<t<T,
*—DAR>7J—NE 0<z<g(t),0<t<T,
S.(0,t) > 1.(0,t) >0, R.(0,t)>0, 0<t<T,
1(z, ) R(z,t) =0, z>7g(t), 0<t<T,
g(t) = —mI.(g(t),t), g(0)=go>0, 0<t<T,
S(z,0) = S’o(z), 1(2,0) = Iy(2), R(z,0) = Ry(z), z>0.
Then the solution (S, 1, R; g) of system satisfies
S(z,t) < S(z,t), g(t) <g(t), forz€ (0,+00) and t € (0,77,
I(2,t) <1(z,t), R(z,t) <R(z,t), forze (0,9(t)) andte (0,T].
Theorem 3.7. If goo < 00, then lim;—,o S(z,t) = %, limg oo [1(-, )|l c0,96)] = O,
and limy_, o [|R(-, t)||cj0,9(6)) = O uniformly in any bounded subset of [0, 400).

Proof. By contradiction, we assume that limsup, . [|1(-,?)|lcfo,g¢)) = 1 > 0.
There exists a sequence (zq4,t,) in [0, g(¢)) x (0,400) such that I(z,,t,) > %1 for
g € N, and t; — 400. Since 0 < z; < g(t) < goo < 00, there exists a subsequence
of {z,} converging to zp € [0, goo). We assume z; — 2o as ¢ — 0.

Define

Sq(z,t) = S(z,ty+t), I,(z,t) =1I(z,t, +1),
Ry(z,t) = R(z,ty +t), for (z,t) € (0,9(ty +1)) x (—tq, +00).

From the parabolic regularity, {(Sq, 14, Ry)} has a subsequence {(Sq;, Iy, Rq,)} such
that (S, Iy, Ry,) — (5,1, R) satisfies

gt—DAS:A—uS—gf(f), 0 <2< goo, t € (—00,+00),
—DAT = Sf(I) = (u+7v24+ ), 0<2z< goo, t € (—00,+00),
Ry — DAR =] — pR, 0< 2z < goo, t € (—00,400).
Because I(zp,0) > 61/2, we obtain I > 0 in [0, gso) X (—00,+00). Noting that

ST — (o + o) = (5@ (e +a))
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is bounded by Q; := Smax {||S()||Loc7 %} +p+72+a

Further, fz(goo,O) < —og for some oy > 0. For any 0 < @ < 1, there exists a

constant C, which depends on @, go, [|1ol|c1+=[o and go., such that

,90]>

Mol g 152 0 gayy 10,400y F 190+ 0,400y < €
Define
S = %, ms,t) = S(z,8), n(s,t) = I(z,1), j(s,t) = R(,1).
It then follows that
(¢ 9
g(t) 9(t) g2(t)

Thus, n(s,t) satisfies
2 !
B 010, (L0

SNy =n
n

’I’Lt—D

20" g

—(M+72+a)), 0<s<go t>0,
ns(0,t) = n(go,t) =0, t>0,
n(s,0) = Io(s) >0, 0<s < go.
Lemmas [3.2] and [3.3] yield
f(n)m
In(———

By employing standard LY theory and Sobolev embedding theorem [20], one gets

<
(10.90)x[0-+00)) = &%
where Q3 is a positive constant depending on @, go, Q1, Q2, and ||Io||c2(0,g,]-

—(p+72+ @)~ < Qo

Il

14w
clt= 5

Since ||gll 1+ < C, it follows that ¢/(t) — 0 as ¢ — oo, namely,

([0,400))

. = <
I,(g(tq),tq) — 0 ast, — +oo. Furthermore, from Hg”c”“”HZ ([0.9(8) x[000)) =

it follows that I.(g(t,),ts +0) = (I,)-(g(ty),0) = I.(geo,0) as ¢ — oo, which is a
contradiction. Thus, limy . [[1(-,t)lc(0,g(r)) = 0. Then lim; oo [|R(-, )|l clo,9¢t)) =
0 and lim; . S(z,t) = % uniformly in any bounded subset of [0, +00). The proof
is complete. [l

Theorem 3.8. If Ry > 1, go < min{,/lGqu,,/ 1572}, and py < %, then goo <
0o, where qg = 3C1 —pu—v2 —a >0 and M = %maX{HIOHOO, [IRolloo }-

)

Proof. We construct suitable upper solutions for system (1.3). As in [7], we define
upper solutions as follows:

?(z,t):Cl,
TR IMTV(5), 0s2<30)
0, z>7g(1),
gt)=2go(2—€e"), t>0, V(@)=1-2° 0<z<1,

where v and M are positive constants to be determined. From Ry > 1, we get
ko = 6C1 — i — v2 — a > 0. A simple calculation yields

St —DAS=0>A—uS,
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_ _ — D
= DAT = (85 — (u-+ 732 + )T 2 Me™" [ — 3~ ko],
0

_ _ D
R; — DAR — (2] — uR) > Me ™" [@ v =],
0

for 0 < z < g(t) and ¢t > 0.
Direct calculations yield g’ (t) = 2goye " and —u11.(g(t),t) = 2Mpu1g *(t)e .
Hence, S(z,0) > So(2), I(z,0) = M(l——) > 3 M, and R(z,0) = M(lf i) >

%M for z € [O,QO] By choosing M = fmax{||IO||Oo, IRolloo}s ¥ = 2, 1 < 8M,

and gy < min{2 }, one gets

1640’ 1072
St — DAS >A—uS—Sf(I), z2>0,t>0,
—DAI>Sf(I)— (u+ye+a), 0<z<g(t),t>0,
Ry — DAR > I — uR, 0<z<g(t), t>0,
S.(0,t) =1.(0,t)=R.(0,t) =0, t>0,
T(z,t) =R(z,t) =0, z>g(t),t>0,

From Lemma g(t ) < ( ) for ¢ > 0. Hence, goo < lim; o0 G(t) = 490 < 00. The
proof is complete O

Let A1 represent the principle eigenvalue of the operator —A with respect to the
homogeneous Dirichlet boundary condition. We then have the following result.

Theorem 3.9. If Rg > 1, then goo = o0 provided that go > g, where A\i(g) =
ppte (R, — 1).

Proof. By a way of contradiction, we assume that g, < oo. From Theorem [3.7]
limg oo (-, 1)l c0,9¢)) = O- Further, lim; o S(2,t) = ﬁ uniformly in the bounded

subset. Consequently, for £ > 0, there exists T* > 0 such that S(z,t) > % — ¢ for
r€[0,g(t), t > T*. I(zt) satisfies

DAI>I( (—) ,u+’yz+oz)> 0<s<go t>T",

Iz(OﬁLt) =1I(go,t) =0, t>T",
I(2,T*) >0, 0<2z<go-
I(z, t) has a lower solution I(z,t) satisfying
A
m
I1.(0,t)=1I(go,t)=0, t>T",
I(2,T*) =1(2,T*), 0<z<go.

L-DAL=I(f'&) (= ~e) ~ (n+72+a)), 0<s<gy t>T",

From g¢o > g, we can choose sufficiently small ¢ satisfying

f/(s)(% — )~ (e + ) > DAulgo):
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Hence, I is unbounded in (0, gg) x [T, +00), which leads to a contradiction. The
proof is complete. ([
4. NUMERICAL SIMULATIONS

In this section, we perform some numerical simulations to illustrate the theoret-
ical results. For the homogeneous system, we choose parameters

A=01, dy=001, =03, ~v=1 6=1, =2 a=2 (41

We choose the initial conditions as follows

So(w) = 5(1+ 0.5 cos (%w)), Io(w) = 5(1+ 0.8sin (%w)),

Rofr) = 5(1+0.6sin (%w)), 2 €[0,10],

and the Neumann boundary condition

9S(e,t) _ 0l(a,t) _OR@,0) _ 0 o0

ov ov ov

Time t Distance x Tt Distance ¢

Tinet Distnce x

FIGURE 1. Ej is globally asymptotically stable when D = 0.1.

For the case D = 0.1, by a simple computation, we get Rg < 1. In view of
Theorem the disease-free steady state Fy of system is globally asymp-
totically stable (see, Figure [l). Further, if A = 50 and the other parameters are
the same as , system exists a unique endemic steady state. By Theorem
the endemic steady state of system is globally asymptotically stable (see,
Figure. Similarly, for the case D = 10000, from Figures |3l and @ the disease-free
steady state Ey of system is globally asymptotically stable if Ry < 1, while
the endemic steady state of system is globally asymptotically stable if Rg > 1.
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Timet Distance ¥

FIGURE 2. E* is globally asymptotically stable when D = 0.1.

Time t Distance x Timet Distence x

Timet Disance x

FIGURE 3. Ej is globally asymptotically stable when D = 10000.

=

Next, we fix parameters as and vary ((z) with the following form

B(x) = B(1 4+ 0.8cos ),
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St

Timet Distance 3 Timet Distance x

Timet Distencex

FicURE 4. E* is globally asymptotically stable when D = 10000.

g, Ditancex Tkt Ditencex

FIGURE 5. Ej is globally asymptotically stable when D = 0.1.

where (3 is a positive constant. We choose the function 8 to explore the difference
for the dynamical behavior between the homogeneous system and the heterogeneous
system.
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Tt Disancer

Distwee x

FIGURE 6. The endemic steady state of system (|1.2)) converges to
a positive distribution which is not a constant when D = 0.1.

[

LAAAA

Olanes

et

FIGURE 7. Ej is globally asymptotically stable when D = 10000.

Let D = 0.1. For § = 0.3 and the other parameters as (4.1]), we have Rg < 1. In
Figure we observe that the disease-free steady state Ej of system ((1.2) is globally



EJDE-2018/170 EPIDEMIC REACTION-DIFFUSION SYSTEMS 19

Distarcax T Disance ¢

et

Distance x

FIGURE 8. The endemic steady state of system (|1.2)) converges to
a positive constant distribution which is the homogeneous constant
steady state when D = 10000.

asymptotically stable. On the other hand, for A = 50 and the other parameters are
the same as (4.1]), we get Rg > 1. Thus, from Theorem the endemic steady
12)

state of system ( converges to a positive distribution which is not a constant
(see, Figure [6).

Let D = 10000. For 3 = 0.3 and the other parameters as (4.1)), we get Ry < 1.
In fact, in Figure [7] the disease-free steady state Ej of system is globally
asymptotically stable. On the other hand, for A = 50 and the other parameters are
the same as , it then follows that Rg > 1. From the numerical simulations, the
endemic steady state of system converges to a positive constant distribution
which is the homogeneous constant steady state (see, Figure .

In biology, for the homogeneous system, we observe that the final state of the
infectious disease is independent on its dispersal rate, while for the heterogeneous
system, the final state of the infectious disease is dependent on its dispersal rate.

DISCUSSIONS AND CONCLUSIONS

In this paper, we have proposed a SIRS epidemic reaction-diffusion system with
two different kinds of boundary conditions. For the problem with the Neumann
boundary condition, we have obtained the global dynamics, which are fully deter-
mined by the basic reproduction number Rg. To make a better understanding for
the transmissions dynamics for the disease, we further consider a free boundary
problem of system . Main results reveal that besides the basic reproduction
number, the size of initial epidemic region and the diffusion rate of the disease also
play a crucial role in the disease transmission.
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