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LOCAL INVARIANCE VIA COMPARISON FUNCTIONS

OVIDIU CARJA, MIHAI NECULA, & IOAN L. VRABIE

ABSTRACT. We consider the ordinary differential equation u/(t) = f(¢,u(t)),
where f : [a,b] X D — R" is a given function, while D is an open subset in
R™. We prove that, if K C D is locally closed and there exists a comparison
function w : [a,b] x Ry — R such that

tin inf - [d(€ + Rf(1,); K) — d(& K] < w(t, (& K)

for each (¢,€) € [a,b] X D, then K is locally invariant with respect to f. We
show further that, under some natural extra condition, the converse statement
is also true.

1. INTRODUCTION

In this paper we prove a local invariance result for a locally closed subset K in
R™ with respect to an ordinary differential equation

u'(t) = f(t,u(t)), (1.1)
where f : [a,b] X D — R"™ is a given function, while D is an open subset in R"
including K. By a solution of we mean a differentiable function v : [1,¢] — D
satisfying for each t € [r,c]. Clearly, whenever f is continuous, each solution
of (1.1)) is of class C'. We recall that the subset K is viable with respect to f if for
each (7,€) € [a,b) x K there exists at least one solution u : [1,c] — K, ¢ € (1,b], of
(1.1)) satisfying the initial condition

u(r) = ¢&. (1.2)
Nagumo [I6] was the first who showed that a necessary and sufficient condition, in
order that a closed subset K in R™ be viable ( “rechts zuldssig”, i.e. right admis-
stble in his terminology) with respect to a continuous function f, is the tangency
condition

|
hrf?l})nf Ed(f +hf(t,€);K)=0 (1.3)

for each (¢,€) € [a,b] x K. Here and thereafter d(z;C) denotes the distance from
the point x € R™ to the subset C' in R™. An one-dimensional problem of this kind
was considered earlier by Perron [I§] who proved that a sufficient condition in order
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that, for each 7 € [a,b] and each & € [w1(7),w2(7)], (1.1 has at least one solution
w: [1,T] — R satistying wy (t) < u(t) < wa(t) for each t € [1,T] is

Diwn(t) < f(t,wi(t)) and Diws(t) = f(t, wa(t))

for each t € [a,b]. Here Dyg(t) denotes the right/left lower Dini derivative of
the function g calculated at ¢. It is interesting to notice that Nagumo’s result (or
variants of it) has been rediscovered independently in the sixties and seventies by
Yorke [24], [25], Brezis [5], Crandall [I0], Hartman [I2] and Martin [I5] among
others. More precisely, Yorke [24] uses viability (weak positive invariance in his
terminology) in order to get sufficient conditions for stability, as well as to give very
simple and elegant proofs for both Hukuhara and Kneser’s Theorems. Brezis [5]
analyzes the case when D is open, K C D is relatively closed and f is locally
Lipschitz, and proves that with “lim” instead of “liminf” is necessary and
sufficient for K to be “flow invariant” for (L.I)). Crandall [10] considers the case
when D is arbitrary, K C D is locally closed and f : D — R"™ is continuous
and shows that a sufficient condition for K to be viable (forward invariant in his
terminology) is (I.3). Hartman [I2] proves essentially the same result for D open,
K C D relatively closed and f : D — R"™ continuous, and shows in addition that
is necessary for the viability of K with respect to f. Finally, Martin analyzes
the special case when f is continuous and dissipative. It should be also noticed that
related results expressed in terms of a generalized normal vector to the points of the
set K had been obtained earlier by Bony [4]. The results of Brezis [5] and Bony [4]
were refined by Redheffer [19], whose approach is more closely related to ours. An
extension of Nagumo’s Viability Theorem to Carathéodory functions f was proved
by Ursescu [20]. At this point we can easily see that viability is independent of the
values of f on D\ K, and therefore, in the study of viability problems there is no
need for f to be defined “outside” K. This is no longer true if we consider the case
of local invariance to be defined below. Namely, the subset K is locally invariant
with respect to f if for each (7,&) € [a,b) x K and each solution u : [r,¢] — D,
c € (1,b], of , satisfying the initial condition , there exists ¢; € (a, ¢] such
that we have u(t) € K for each t € [1,¢1]. It is invariant if it is locally invariant
and ¢; = c.

A first question which one may raise is whether, as in the case of viability, the
local invariance is merely a consequence of a “good behavior” of f : [a,b] x D — R"
at the points of the boundary of K. In order to answer this question, let us recall
first that there exists a closed set K, and a function g : K — R", such that
K is viable with respect to g, but nevertheless there is no continuous extension
g : D — R" of g, with D an open neighborhood of K, such that K be locally
invariant with respect to g. See Aubin-Cellina [2], Example on page 203. To see
that the situation is far from being simple, we notice that there exists a closed subset
K which is viable with respect to a given function g which has two continuous
extensions: one g : D — R™ with respect to which K is locally invariant, and
another one g : D — R" with respect to which K is not locally invariant. Indeed,
let us consider K = {(z,y) € R?; y < 0} and let g : K — R? be defined by
g((z,y)) = (1,0) for each (z,y) € K. Obviously K is viable with respect to g.
Next, let us define g : R?> — R? by g((z,y)) = (1,0) for each (z,y) € R?, and
7:R? = R2 by

_ (1,0) ify<o0
9((2,)) = { (1,33/y%) ify>o0.
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Clearly K is locally invariant (in fact invariant) with respect to g, while K is not
locally invariant with respect to §g. The latter assertion follows from the remark
that, from each initial point, £ = (z,0) (on the boundary of K), we have at least
two solutions of with f replaced by g, the first one u(t) = (¢ + x,0) which
lies in K, and the second one v(t) = (t + x,t3) which leaves K instantaneously.
These examples show that the behavior of f : [a,b] x D — R™ on the boundary of
K plays a crucial role, but is far from being sufficient for the local invariance of K
with respect to f. Namely, to get local invariance, we need a “good behavior” of f
at the points which are “very close” to the “exterior” boundary of K, in order to
avoid the possible occurrence of “turning external flows”.

Sufficient conditions for local invariance of a given set with respect to a given
function, or even to a l.s.c. multifunction, were obtained by imposing some usual
uniqueness hypotheses along with viability assumptions. See for instance [2], [5], [6],
[, [8], [10], [14], [15], [24]. Necessary conditions, which are expressed in the terms
of a tangency condition of the type , besides the continuity of f, require also
some uniqueness hypotheses. In a different spirit, more closely related to dynamical
systems than to differential equations, the local invariance problem was studied by
Ursescu [21], [22). The main idea in [22] was to consider from the very beginning
that a given abstract evolution operator which stands for the set of “all solutions”
satisfies a certain tangency condition coupled with a uniqueness hypothesis. It
should be mentioned that, in this general context, there is no need of a “right-hand
side” f of the associated differential equation - if any.

In contrast with the above mentioned approaches, here, we are considering the
classical differential equation and we are looking for general sufficient and even
necessary conditions for invariance expressed only in terms of f, K and D, but not
in the terms of the panel of solutions of . Moreover, we are interested in those
conditions allowing to have multiple solutions in K. It should be noticed that,
there are situations when fails to have the local uniqueness property on K,
cases in which the results just mentioned are not applicable. An extremely simple
example of this sort is suggested by the preceding one. Namely let us consider the
function g : R? — R?, defined as above. Then, one can easily see that 7 with f
replaced with g, has multiple solutions in P = {(z,y) € R?; y > 0}, and the latter
is locally invariant with respect to g.

The main goal of this paper is to show that, whenever f — possibly discontinuous
— satisfies the surprisingly simple “exterior tangency” condition: there exists an
open neighborhood V' of K, with V C D, such that

lipint 5 [d(€ + 1/ (1,€)5 ) — d(€ ) < ol (& ) (1.4)
for each (t,€) € [a,b] x V, where w is a certain comparison function, K is locally
invariant with respect to f. A specific form of this condition, i.e. with w = 0, was
considered in Aubin [I], Theorem 5.2.1, p. 168, in order to get the local invariance
of a subset K with respect to a locally bounded l.s.c. multi-valued function F. The
condition reduces to the classical Nagumo’s tangency condition when
applied to € € K, and this simply because, at each such point £ € K, d(¢; K) = 0.
So, we can easily see that, whenever K is open, is automatically satisfied for the
choice V = K. More than this, we will show that in many situations, the condition
above is even necessary for local invariance. The truth of this result rests on the
simple observation that local invariance is equivalent to the “(D, K)-separating
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uniqueness” property defined below, while (1.4), along with the continuity of f,
implies both local viability and (D, K)-separating uniqueness. More precisely, we
say that has the (D, K)-separating uniqueness property if, for each (7,§) €
[a,b) x D and every pair of solutions w,v : [7,T] — D of (L.1), satisfying u(r) =
v(7) = &, there exists ¢ € (7, 7] such that both u((7,¢]) and v((r,¢]) are included
either in D\ K, or in K. In fact, the condition of viability and (D, K)-separating
uniqueness is nothing else than a simple rephrasing of the local invariance property.
Indeed, if K € D C R™, with K closed and D open, and f : [a,b] x D — R"™ is
continuous, then K is locally invariant with respect to f if and only if 18
satisfied and has the (D, K)-separating uniqueness property.

Although our main results can be extended to some infinite-dimensional differen-
tial inclusions, in order to avoid distracting technicalities, we preferred this simple
but classical, both single-valued and finite-dimensional, framework . For details on
a more general setting the interested reader is referred to Necula-Vrabie [I7]. We
also notice that one can treat the Carathéodory case as well with natural “a.e.”
simple modifications in both statements and proofs.

The paper is divided into six sections the second one being merely devoted to
the statement of our main results. The complete proofs are included in Section 3,
while, in Section 4, we prove some sufficient conditions for local invariance which
are variants of Theorem Section 5 concerns a case in which viability comes
from invariance, while in Section 6 we discuss the relationship between the viability
of the epigraph of a certain function v with respect to a comparison function w,
and the differential inequality Dyv < w(t,v).

2. STATEMENT OF THE MAIN RESULT

Throughout, we consider R endowed with one of its norms, || - ||. As usual, if
£ eR" and p > 0, B(, p) denotes the closed ball centered at £ and of radius p.

Definition 2.1. A subset K in R” is locally closed if for each £ € K, there exists
p > 0 such that K N B(&, p) is closed.

Clearly, each open subset, as well as each closed subset in R is locally closed, but
there exist locally closed subsets which are neither open nor closed, as for instance
the “interior” of a two-dimensional disk in R3.

Throughout in what follows we denote by [D z](t) the right lower Dini derivative
of the function z : [a,b] — R at t € [a,b), i.e.

.. ex(t+h)—a(t)
D.z)(t) =1 f——7
[D2](t) = lim in W
If &,n € R™, we denote by [£,n]+ the right directional derivative of the norm || - ||
calculated at ¢ in the direction 7. Similarly, (¢,7) denotes the right directional
derivative of £|| - ||? calculated at £ in the direction . One may easily see that

(& m)+ = llElE: nl+
for each £,n € R™, and, if || - || = 4/(-,-), where (-,-) is an inner product on R",
(& m)+ = (& n)-

Definition 2.2. A function w : [a,b] x [0,p) — R is a comparison function if
w(t,0) = 0 for each t € [a,b], and, for each [r,T] C [a,b], the only continuous
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function x : [7,T] — [0, p), satisfying
[Diz](t) <w(t,z(t)) forallte|[r,T)
z(1) =0,
is the null function.

A point £ € R™ has projection on K if there exists n € K with || —n|| = d(&; K).
Any n € K enjoying the above property is called a projection of & on K, and the
set of all projections of £ on K is denoted by I (£). We recall that if K is locally
closed, then the set of all points £ € R™ for which Ik (£) # @ is a neighborhood of
K. See Lemma 18 in Carja-Ursescu [6].

Definition 2.3. An open neighborhood V of K is called a prozimal neighborhood
of K if, for each £ € V|, TIx(§) # 0 . If V is a proximal neighborhood of K, then
every single-valued selection, g : V. — K, of Ik, i.e. wx(€) € k() for each
¢ €V, is a projection subordinated to V.

Definition 2.4. Let K C R™ be locally closed and let D be an open neighborhood
of K. We say that a function f : [a,b] x D — R™ has the comparison property with
respect to (D, K) if there exists a proximal neighborhood V' C D of K, such that,
for each &y € K there exist » > 0, one projection g : V' — K subordinated to V,
and one comparison function w : [a,b] x [0, p) — R, with p = sup,¢y d(&; K), such
that

€ — 7 (), F(1,€) — (7R (€] < w(t i€ — 7x(E)]) (2.1)
for each (t,¢) € [a,b] x [B(&,r)NV].

Clearly (2.1) is always satisfied for each £ € K, and therefore, in Definition
we have merely to assume that (2.1)) holds for each £ € B(&,r) N[V \ K].

Definition 2.5. The function f : [a,b] x D — R" is called:

(i) (D, K)-Lipschitz if there exist a proximal neighborhood V' C D of K, a
subordinated projection 7 : V — K, and L > 0, such that

1£(#,8) = f(t, mre () < LIIE = mre ()]
for each (t,£) € [a,b] x [V \ K];
(ii) (D, K)-dissipative if there exist a proximal neighborhood V' C D of K, and
a projection, T : V — K, subordinated to V, such that

[5 - ’/TK(g)vf(ta g) - f(tv,/TK(g))}Jr S 0
for each (t,€) € [a,b] x [V \ K].

Let V be a proximal neighborhood of K, and let 7x : V' — K be a projection
subordinated to V. If f : [a,b] X V — K is a given function with the property that,
for each n € K, its restriction to the “rectangle”

Vi = {(t,{) € [avb] X [V\K]; r(§) = 77}
is dissipative, then f is (D, K)-dissipative.

It is easy to see that if f is either (D, K)-Lipschitz, or (D, K)-dissipative, then
it has the comparison property with respect to (D, K). Simple examples show
that there are functions f which, although neither (D, K)-Lipschitz, nor (D, K)-
dissipative, do have the comparison property. Moreover, there exist functions which,
although (D, K)-Lipschitz, are not Lipschitz on D, as well as, functions which
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although (D, K)-dissipative, are not dissipative on D. In fact, these two properties
describe merely the local “exterior” behavior of f at the interface between K and
D\ K. We include below two “autonomous” examples: the first one of an (D, K)-
Lipschitz function which is not locally Lipschitz, and the second one of a function
which, although non-dissipative, is (D, K)-dissipative.

Example 2.1. Let f : R — R be the function whose graph is as in Figure[I] below,
and let K = [a,b].

JANDAE

FIGURE 1.

Then, f is (R, K)-Lipschitz with V' = R. As both the right derivative at a and
the left derivative at b are not finite, f is not locally Lipschitz on R.

Example 2.2. Let f : R — R be the function whose graph is illustrated in Figure[2]

FIGURE 2.

Let K be any set including [a, b] and let D be any open subset in R with K C D.
One may easily verify that f is (D, K)-dissipative with V' = D, but it is not
dissipative.

Our main result is:
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Theorem 2.1. Let K C D C R", with K locally closed and D open, and let
f:]a,b] x D — R™ be such that (1.4) is satisfied. Then K is locally invariant with
respect to f.

Remark 2.1. Clearly (1.4) is satisfied with w = wy, where w; : [a,b] x [0, p) — R,
p = supgcy d(&; K), is defined by

opltr) = sup lminf (€ +AF(LEK) ~ dEK)]  (22)
cev 10 h
d(&K)=r

for each (¢,€) € [a,b] x [0,p). If f is locally bounded, then wy is finite valued.
So, Theorem [2.1| can be reformulated as:

Theorem 2.2. Let K C D C R", with K locally closed and D open, and let
fia,b]) x D — R™. If there exists an open neighborhood V' of K with V' C D such
that wy defined by s a comparison function, then K is locally invariant with
respect to f.

If f has the comparison property, the converse statement in Theorem holds
also true.

Theorem 2.3. Let K C D C R", with K locally closed and D open, and let
fila,b] x D — R™. If f has the comparison property with respect to (D, K), and
(1.3) is satisfied, then (1.4) is also satisfied.

By observing that the necessity part of Nagumo’s Viability Theorem holds true
without the continuity assumption on f, from Theorem we deduce:

Theorem 2.4. Let K C D C R", with K locally closed and D open, and let
f:]a,b] x D — R™. If f has the comparison property with respect to (D, K), and
K is viable with respect to f, then (1.4]) is also satisfied.

An immediate consequence of Theorems [2.3] and [24] is:

Theorem 2.5. Let K C D C R", with K locally closed and D open, and let
fila,b] x D — R™. If f has the comparison property with respect to (D, K), and
K is viable with respect to f, then K is locally invariant with respect to f.

3. PROOFS OF THE THEOREMS

We begin with the proof of Theorem

Proof. Let V. C D be the open neighborhood of K whose existence is ensured
by (L.4), let £ € K and let u : [1,T] — V be any local solution of and
(1.2). Diminishing c if necessary, we may assume that there exists p > 0 such that
B(&,p) N K is closed and u(t) € B(&, p/2) for each t € [1,T]. Let g : [1,T] — R
be defined by g(t) = d(u(t); K) for each t € [1,T]. Let t € [7,T) and h > 0 with
t+h € [r,T]. We have

g(t+h) =d(u(t+h); K)
u(t+ h) — u(t)

<
h h

— u'(t))H +d(u(t) + hu'(t)); K).
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Hence ,
MRG0 ¢ g 20+ LD ~ Mt K)
where B) — ult
alh) = w —u/(t)

Since v/ (t) = f(t,u(t)) and limp o (h) = 0, passing to the inf-limit in the inequality
above for h | 0, and taking into account that V', K, and f satisfy (1.4]), we get
[D1g](t) < w(t,g(t))
for each t € [7,T). So, g(t) = 0 which means that u(t) € K N B(¢,p/2). But
KNB(&p/2) C KN B(&p), and the proof is complete . O
We can now proceed to the proof of Theorem

Proof. Let V' C D be the open neighborhood of K as in Definition let £ €V
and t € [a,b]. Let r > 0 and let mx be the selection of Ik as in Deﬁnition Let
h >0 with t + h € [t,T]. Since || — Tk (§)]] = d(§; K), we have
d(§ +hf(t,£); K) —d(§ K) < |[§ — 7k (§) +h[f(t.6) — f(t.mr ()]l
= 1€ = (Ol + d(7x (&) + hf(t, 7k (£)); K).
Dividing by h, passing to the inf-limit for & | 0, and using (1.3), we obtain

i inf (€ + 1 (1,€)5 ) = dl6 K] < [€ = mac(€), £(0,€) = (6@

< w(t, [[€ =7k (©)])-
This inequality shows that (1.4]) holds, and this completes the proof. O

Remark 3.1. Let K be locally closed and let V' an open neighborhood of K such

that I (§) # 0 for each £ € V. For each single-valued selection 7 of I, we

define wy . : [a,b] X [0, p) — R, where p = supgcy d(&; K), by wy . (t,0) = 0 for

t € [a,b] and

Wik (t,?") = sup [5 - WK(f)vf(LS) - f(ta WK(S))]Jr
le—mn (&)l =r

if r € (0,p) and t € [a,b]. Obviously, each locally bounded function f satisfies

51)

with w replaced by wy x, , the latter being the smaller function w satisfying (
for a certain mx. So, we have the following consequence of Theorem [2.3

Theorem 3.1. Let K ¢ D C R", with K locally closed and D open, and let
f i a,b] x D — R™. If there exist an open neighborhood V of K with Ik (§) # 0
for each £ € V, and a selection wg of Il such that wf ., defined as above, is a
comparison function and is satisfied, then s also satisfied.

4. SUFFICIENT CONDITIONS FOR INVARIANCE REVISITED
Let K C R™ and let V' be a open neighborhood of K.

Definition 4.1. A function g : V — Ry is a prozimal generalized distance if:

(i) g is Lipschitz continuous on bounded subsets in V';
(ii) g(&) =01if and only if £ € K.



EJDE-2004/50 LOCAL INVARIANCE VIA COMPARISON FUNCTIONS 9

A simple example of a proximal generalized distance is g(¢) = a(d(¢; K)), where
a : [0,400) — [0,400) is Lipschitz on bounded subsets, with «(r) = 0 if and only
if r = 0, while d(&; K) is the usual distance from £ to K. We notice that, whenever
there exists a proximal generalized distance g : V' — [0, +0o0), K is locally closed.
Indeed, since K = {£ € V'; g(§) = 0} and g is continuous, K is relatively closed in
V. But V is open and thus K is locally closed, as claimed.

Theorem 4.1. Let K C D C R", with D open, and let f : [a,b] x D — R"™. If
there exist an open neighborhood V of K and a generalized distance g : V. — R,
such that

1
timinf £ 0(6 + h7 () ~ 9(6)] < w(t,9(6) (11)
for each (t,€) € [a,b] x V, then K is locally invariant with respect to f.

Proof. The proof follows closely that one of Theorem [2.I] with the special mention
that here one has to use the obvious inequality g(\) < g(n) + L||A — n|| for each
A, n € B(& p) NV, where L > 0 is the Lipschitz constant of g on B({,p)NV. O

In order to obtain a simple, but useful, extension of Theorem some obser-
vations are needed. Namely, if g : V' — [0, +00) is a generalized distance, we may
consider the generalized tangency condition

|
liminf (6 + A (1.€)) =0 (4.2)

for each (¢,&) € [a,b] x K, and one may ask whether this implies viability, whenever,
of course f is continuous. The answer to this question is in the negative as the simple
example below shows.

Example 4.1. Let K be locally closed, let V' be any open neighborhood of K and
let g : V — [0,4+00) be defined as g(¢) = d?(&; K) for each & € V. Further, let
f:a,b] x K — R™ be a continuous function such that K is not viable with respect
to f. We can always find such a function whenever K is not open. Now, since
g(E+Rf(t,€) < [I€+hf(t,€) =&l < B2 f(2,€)| for each (t,€) € [a,b] x K,
is trivially satisfied. Thus the generalized tangency condition does not imply
the viability of K with respect to f.

This example shows that if g is a generalized distance and g2 satisfies , it
may happen that g does not satisfy . Therefore it justifies why, in the next
result, we assume explicitly that holds true, even though it is automatically
satisfied by ¢2.

Theorem 4.2. Let K C D C R", with D open, and let f : [a,b] x D — R™. If
there exist an open neighborhood V' of K and a generalized distance g : V. — R4

satisfying (4.2) and such that

P |

it 5%+ S (1,) — %(6)] < 9(©)w (1, 0(6) (43)
for each (t,€) € [a,b] x V, then K is locally invariant with respect to f.

Proof. We have only to observe that, in the presence of (4.2), (4.3) and (4.1)) are
equivalent. [
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Using Theorem [£.2] we will prove some other sufficient condition for invariance
expressed in the terms of a generalized Lipschitz projection. Namely, K C R"
is Lipschitz retract if there exist an open neighborhood V of K and a Lipschitz
continuous map, r : V — K, with 7(§) = £ if and only if £ € K. The function r as
above is called generalized Lipschitz projection. On each Lipschitz retract K one
can define a proximal generalized distance g : V' — R, by g(&) = ||r(§) — &|| for all
¢ € V. Consequently, each Lipschitz retract subset K is locally closed. Moreover,
each open subset K is Lipschitz retract (take V' = K and r the identity). Another
simple example of Lipschitz retract is given by a closed subset K which has an
open neighborhood V for which there exists a single-valued continuous projection
7wV — K, ie. d(&K) = ||rx(§) —&|| for each £ € V. In the latter case we say
that K is a proximate retract. It should be noticed that the class of Lipschitz retract
subsets is strictly larger than that of proximate retracts as the simple example below
shows.

Example 4.2. Let us consider R?, equipped with its usual Hilbert structure and
let us observe that the set

K ={(z,y) e R*;y < |a[},

although a Lipschitz retract, is not a proximate retract. Indeed, let V = R2, and
let r((z,y)) be defined, either as (z,y) if (x,y) € K, or as (x, |z|) if (z,y) €e V\ K.
It is easy to see that r is a generalized Lipschitz projection with Lipschitz constant
V2, and thus K is a Lipschitz retract. Nevertheless, K is not a proximate retract
since any selection 7 of the the projection I is discontinuous at each point (0, y),
with y > 0.

It should be emphasized that all the results which will follow can be reformulated
to handle also locally Lipschitz retract subsets, i.e. those subsets K satisfying: for
each € € K there exists p > 0 such that B(§; p) N K s Lipschitz retract, but for the
sake of simplicity we confined ourselves to the simpler case of Lipschitz retracts.
First, let K be Lipschitz retract with the corresponding generalized Lipschitz pro-
jection r : V' — K. In the next two theorems we assume that || - || is defined by
|z||* = <x x), where (-,-) is an inner product on R™.

Theorem 4.3. Let D C R™ be open and let f : [a,b] x D — R™. Let us assume
that K C D 1is Lipschitz retract with generalized Lipschitz projection r : V. — K
satisfying

li ot 3 (€ -+ 1 (1,)) — € — (1, )] = 0 (44)

for each (t,€) € [a,b] x K. Assume in addition that there exists a comparison
function w : [a,b] x [0, p) — R, with p = supgcy [|7(§) fHH such that

hmlmf =P+ hf(t,€) —r(&) = hf(t,£),r(&) — &) < [r(&) = &llw(t, [I7(€) — £l

(4.5)
for each (t,€) € [a,b] x V. Then K is locally invariant with respect to f.

IDiminishing V' if necessary, we may always assume that supgep lI7(€) — |l is finite.
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Proof. Let us define g(&) = ||r(§) —&|| for each £ € V and let L > 0 be the Lipschitz
constant of r. We have

g2 (€ + hn) — g*(€)

= (r(€+hn) = (§+ hn) = (r(§) = ), 7§+ hn) — (£ + hn) + (r(§) — £)))

= (r(&+hn) = (&), (& + hn) + (&) — 26) — h{n,2r(& + hn) — 2€) + h?||n]|?

= |[r(& + h) = r(ONI* +2(r (& + h) — r(€),7() — &) — h(n, 2r(€ + hn) — 2€)

+ 12|
< (L2 + DR2(n )1 + 2(r (& + hn) = 7(€),7(6) — &) — 2h(n, (€ + hn) — ).

Hence,
li i€ 5?6+ o) — 2(€)] < Ty nf - (r(€ + ) = 1(), 7€) = &) — (n,7(6) &)

Since, by (4.4)), g satisfies (£.2), taking n = f(¢,€) and using (£.5) and Theorem [1.2]
O

we get the conclusion.
(From Theorem [£.3] we deduce:

Theorem 4.4. Let K C D with D open and let f : [a,b] x D — R™. Let us assume
that K is a Lipschitz retract with the generalized Lipschitz projection r : V. — K
satisfying . Let us assume in addition that, for each t € [a,b] and & € V, there
exists the directional derivative, ' (&)[f(t,€)], of v, at € in the direction f(t,£), and

(O (O] = £(£,6),r(8) = &) < Ir(§) — Ellw(t, [Ir(§) — &I, (4.6)

where w : [a,b] x [0, p) is a comparison function, with p = supgcy [|7(§) —&|[. Then
K is locally invariant with respect to f.

Proof. Tt is easy to see that, in this specific case, (4.6]) is equivalent with (4.5)) and
this completes the proof. ([l

Remark 4.1. Let K C R™ be a Lipschitz retract and let r : V — K be the
corresponding generalized Lipschitz projection. Let f : [a,b] x V — R™ be a
continuous function, p = supgcy [|r(€) —€]l, and let us define w : [a,b] x [0, p) — R
by w(t,0) = 0 and

(r"@OUf (] = f(£,£),7(§) = &)
(&) — £l

w(t,z) = sup (4.7

132%

(&) —¢ll==

for each (t,z) € [a,b] x (0,p), where p = supgcy [|[7(§) — £||. From Theorem
it follows that K is locally invariant with respect to f if is satisfied and w,
defined by , is a comparison function. Furthermore, if K C R" is a closed
linear subspace in R", and r is the projection of R™ on K, then r is linear, and
r'(€)[n] = r(n) for each £,n € R™. So, in this case, the tangency condition is
equivalent to f(K) C K. Take D = {£ € R™; d(&; K) < p}, for some fixed p > 0,
and let us observe that the function w, defined by , is given by w(t,0) = 0 and

w(t,l’) = sup <T(f(t7€)) — f(t,g),’l"(f) — £>

cev (&) — &Il
lm(&)—¢ll=z

(4.8)
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for each (¢t,x) € [a,b] x (0,p). Hence, if f(K) C K, and w defined by (4.8) is a
comparison function, then K is locally invariant with respect to (|1.1)).

5. VIABILITY IMPLIES INVARIANCE

It is well-known that whenever f : [a,b] x K — R™ is continuous, satisfies the
classical Nagumo tangency condition (|1.3), and K is a proximate retract, then
f can be extended to a function f : [a,b] x D — R™, with D C R™ open and

K C D, such that K be invariant with respect to f. We notice that we can
take f(t,€) = f(t, 7k (&)) for each (¢,£) € [a,b] x D, where mx : D — K is the
corresponding projection. Our aim here is to show that this simple result can
be extended to Lipschitz retract subsets whenever f satisfies a suitable tangency
condition. We notice that there are examples of locally closed subsets K and of

continuous functions f : [a,b] x K — R™, satisfying (1.3]), which cannot be extended
to continuous functions f defined on [a, b] x D with D a certain open neighborhood

of K, and such that fsatisfy 1) See for instance Aubin-Cellina [2], Example on
page 203.
The main result in this section is:

Theorem 5.1. Let f : [a,b] Xx K — R™, and let us assume that K is Lipschitz
retract with generalized Lipschitz projection T :V — K. If there exists a generalized
distance g : V. — Ry and a comparison function w : [a,b] X [0,p) — R, with
p = supecy 9(§), such that

1ir}rlllionf%[g(£ +hf(t,r(€)) — 9(§)] < w(t,g(5)), (5.1)

f&,8) = f(t,7r(&)), for each (t,€) € [a,b] x V, satisfies (4.1]), and consequently K

for each (t,§) € la,b] x V, then the function f: [a,b] x V — R", defined by
h

is invariant with respect to f.

Proof. The conclusion is an immediate consequence of Theorem O

6. COMPARISON AND VIABILITY

The next result was called to our attention by Ursescu [23]. Similar results can
be found in Clarke-Ledyaev—Stern [9].

Theorem 6.1. Let w: [a,b] x Ry — R and v : [1,T] — Ry be continuous, with
[7,T] C [a,b]. Then Epi(v) ={(t,n); v(t) <n, t € [r,T)} is viable with respect to
(t,y) — (L,w(t,y)) if and only if v satisfies

Da](t) < wit, o(t)) (6.1)
for each t € [1,T).

Proof. Sufficiency. It suffices to show that the set {(¢,v(t)); ¢t € [r,T)}, which
is included in the boundary 9Epi(v) of Epi(v), satisfies the Nagumo’s tangency

condition (|1.3)). From (6.1]) it follows that
[D+(v(-)—/ w(sm(s))ds)}(t) <0

T
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for each ¢t € [1,T). Thus, in view of a classical result in Hobson [I3], p. 365, we
necessarily have that ¢ — v(t) — f: w(s,v(s)) ds is non-increasing on [7,T]. So

t+h
<t+h,v(t) +/ w(s,v(s))ds) € Epi(v)
t
and therefore,

d((t,v(t)) + h(1, w(t, v(t))); Epi(v))

< H(t, o()) + h(1,w(t, v(t))) — (t + hy(t) + /:M w(s,v(s)) ds) H
= (e, o) - /:Jrhw(s,v(s)) ds|.

Dividing by h > 0 and passing to liminf for h | 0 we get and this completes
the proof of the sufficiency.

Necessity. Let us assume that Epi(v) is viable with respect to the function
(t,y) — (Lw(t,y)), let t € [a,b), and let (s,z);[0,0) — Epi(v) be a solution of the
system s'(8) = 1, 2/(0) = w(s(8),x(8)), subjected to the initial conditions s(0) = ¢
and x(0) = v(t). This means that v(s(h)) < z(h) for all h € [0,6). But s(h) =t+h

and so we have
oft+h) = e(t) _ (k) = 2(0)

h - h
Hence
[D4v](t) < w(t, z(0)) = w(t,v(t))
for each ¢ € [1,T). The proof is complete. ([l

Corollary 6.1. Let w : [a,b] Xx Ry — R be continuous and such that, for each
T € [a,b), the Cauchy problem y'(t) = w(t,y(t)), y(7) = 0 has only the null solution.
Then w is a comparison function.

Proof. Let v : [r,T] — R be any solution of (6.1)). By Theorem [6.1} Epi(v) is viable
with respect to (¢,y) — (1,w(t,y)). So, the unique solution y : [7,T) — R of the
Cauchy problem y'(t) = w(t, y(t)), y(7) = 0 satisfies 0 < v(t) < y(t) = 0. O
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